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Chapter 10

The Structural Constraints on Code Switching: 

the Search for Universals 

Prof. Hind Amel Mostari 
1. Abstract 

 Until the early seventies, the grammatical study of intrasentential code switching (hereafter CS) had been neglected and stigmatised as a “grammarless language mixture or gibberish by semilingual speakers” (Grosjean, 1982:13). Interestingly enough, the phenomenon of bilingual CS generally assumed to belong to the domain of the sociolinguist, and has received little attention from scholars interested in the grammatical aspects of code switching.  


However, in the last three decades, the syntactic investigation of CS has attracted considerable attention and various studies have investigated language pairs from crosslinguistic data. Thus, the switching of a wide array of linguistic elements of different types led the earlier researchers to conclude and speculate that CS is subject to syntactic constraints. 

 
The aim of the present chapter is not to present an exhaustive list of all syntactic models on CS, but rather to gauge and look more closely at the merits and demerits of the most important and powerful models / approaches, that emerged from the late 1960 to 1990, in an attempt to measure the impact of each one over the other. After all, no approach/model is the outcome of a merely linguist's genius nor is it an unexpected scientific coup; it is generally a culmination of his/her gift, scientific background, perseverance , determination  as well as his/her inspiration from early works in the subject matter. Other approaches and models which emerged after 1990 will be out of this article’s scope.
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2. Introduction 

The literature on bilingualism and language contact phenomena abounds with research studies dealing with CS as a major sociolinguistic –not grammatical- topic starting from 1960  with Gumperz (1964); Lehtinen (1966) , and Clyne (1967). 
In 1970, most of the CS studies (e.g., Gumperz (1976, 1979); Pfaff (1976); Myers-Scotton (1989)) drew on two interacting language systems of Spanish and English , in order  to analyze their  grammatical structures and syntactic rules in code switched sentences. An investigation of this realm of data from the model of theoretical linguistics turns out to be doubly fruitful: first, a generative model of the CS process constitutes a significant advance, in fact, many of the surface constraints on CS have been proposed relating on generative framework as in the case the Government Binding theory, the Functional Head Constraint, the Null Hypothesis and the Minimalist Approach.  Second, and perhaps more importantly to theoretical linguistics, CS promises to provide a new fertile of evidence bearing a wide range of questions in current grammatical theory, such as the syntactic rules constraining CS.
Labov (1971)
 goes on to claim that CS between Spanish and English on the part of the New York Puerto Rican bilingual speaker is as ‘strange mixture’ of the two languages. He argues that no one has been able to show that rapid alternation
 is governed by any systematic rules or constraints.
Among those who examined CS from the syntactic perspectives, Lance (1975:143) for instance considers that there are perhaps no syntactic restrictions on where the switching can occur. Probably no one believes this today. May be it is better to formulate the question in another way: How can we better formulate the observable syntactic constraints?


In what follows, we will give a brief survey of the major grammatical models which have been proposed , between 1960 to 1990, to account for syntactic possibilities of switching with an attempt to test their validity on a great number of data corpus cross-linguistically, including Algerian /French (hereafter AA/Fr) corpus. The latter is based on recorded speech of thirty (30) Algerian students of the Faculty of Letters, Languages and Arts –Djillali Liabés University of Sidi Bel Abbés ( ALGERIA) .  

3. The Grammatical Aspects of CS 


Studies of CS over the past two decades have tended to concentrate on two aspects of grammatical constraints governing switching
 and the rhetorical or discoursal functions that individual switches may fulfil. In the 1970 and 1980, researchers found that CS might not be just an accidental behaviour and that various structural constraints may impose restrictions on switching. Since then, most of the research in the field has been concerned with exploring the syntactic constraints and grammatical principles underlying CS behaviour.


Literature is replete with investigations dealing with the syntactically constrained nature of CS across languages No single constraint is followed in the syntactic approach to CS research; rather, the constraints are many. The idea that there are rules which govern the position in a sentence in which a switch may occur has prompted much research, and various constraints have been established such as those proposed by  Lance (1975), Timm (1975) , Pfaff (1979); Poplack (1980); Gumperz (1982); Bentahila & Davies (1983), among others .

Many linguists have proposed a number of constraints that may impose restrictions on CS. Early researches into structural aspects of CS were construction-specific constraints, which reflected divided opinions regarding syntactic constraints.

Timm (1975)
 proposes a set of constraints based on a Spanish/English corpus. She argues for example, that switching is impossible between finite verbs and their infinitival complement, between a verb and an auxiliary or between a verb and a negating element. Similarly, Gumperz (1982)
 formulates a set of grammatical constraints on Spanish/ English CS.  He claims that while both co-ordinate and subordinate conjoined sentences can be switched, the conjunction always goes with the second switched phrase. He also suggests that constraints favour longer switches. Lance (1975) focused on switching between Spanish and English, and stated that “there are perhaps no syntactic restrictions on where the switching may occur” (Lance 1975: 143). Timm (1975), in contrast, on the basis of Spanish-English data (both naturalistic and sentence judgment data), suggested a number of constraints on CS. Specifically, Timm (1975: 477-9)
 proposed constraints preventing switches between a verb and other elements related to it, such as its subject or object noun, its infinitival complement, and an auxiliary. Timm (1975: 480)
 went on to suggest the possibility that “the verb is central to the structure of sentences”. 

Further early research, such as that by Lipski (1978: 261)
 suggested that “a rather stringent set of sentential constraints” govern CS. Pfaff (1979: 314) asserted  that switches are more likely in certain syntactic environments than in others, stating that “surface structures common to both languages are favoured for switches”
 .


 In the early 1980, the grammatical constraints and syntactic proposals were more general and based largely on the role of linear ordering. These proposals were primarily concerned with Spanish-English data, but other language pairs such as French-Arabic and Hindi-English were also tested. According to the linear order proposals, CS is blocked where the word order of the languages involved is different. Pfaff (1979:314) for instance proposes that surface structures common to both languages are favoured for switches. Poplack (1980, 1981), following the same line, introduced the Equivalence Constraint and the Free Morpheme Constraint. Simultaneously, other researchers like Bentahila and Davies (1983) suggested that CS  is freely permitted at all boundaries above that of the word , subject only to the condition that it entails no violation of the subcategorization restrictions on particular lexical items of either language .

A third group of researchers (Woolford (1983); DiSciullo, Muysken, and Singh (1986); Belazi, Rubin and Toribio (1994)), working within the generative grammar framework, proposed syntactic conditions that permit possible CS and disallow impossible ones. Belazi, Rubin and Toribio (1994) pursue the view that constraints on CS are driven by the same principles that are formulated under current syntactic theories to explain the syntactic structures of monolingual grammar. 
Mahootian (1993), also working within the generative grammar framework, claimed that CS is not constrained by any special rules but by the general principles of phrase structure that govern monolingual sequences. Joshi (1985) and Myers-Scotton (1993) proposed constraints on CS from a matrix language perspective. 

Joshi (1985) was the first to systematically explore the importance of asymmetry between two languages in CS. Myers-Scotton (1993), also working from a matrix language perspective , has explored the functional separation of two languages in bilingual interaction through language production models. And more recently, Boeschoten and Huybregts (1997, 1999) and MacSwan (1997) have explored CS phenomenon in the framework of Chomsky’s Minimalist Program (1995). 


Hence, our present work will be restricted to the study of the following  approaches/ models which are :
· The Linear Approach 

· The Subcategorization Principle
· The Government Approaches

· The Minimalist approach to CS
The above models will be surveyed, compared and discussed in terms of their relevance as well as the role they play in the construction of a universal grammatical model for CS, or at least a common syntactic model for most cross linguistic language pairs. Other approaches/models, notably the Insertion Models and the Matrix approaches, are excluded from this survey due to the article’s length restrictions. 
3.1 The Linear Approach 
Amongst the earlier proposals within the linear approach was Timm’s (1975) assumption of five constraints on Spanish/English CS. Similarly, Abbassi (1977:157-63)
 formulated a number of linear constraints for Moroccan Arabic /French (here after MA/Fr) CS. The theories of universal grammar that dominated linguistic thinking instigated a quest for universal CS constraints. 

In the present section, there will be particular focus on Poplack’s (1981) linear approach, since the latter is the most powerful and commonly tested approach on a great number of language pairs.

3.1.1 Poplack’s Constraints 

Poplack (1980, 1981) and Sankoff & Poplack (1981) proposed constraints which govern the interaction of language systems, deemed a “Third Grammar” Approach by Mahootian (1993).Specifically, Poplack (1980) proposes the Free Morpheme Constraint and the Equivalence Constraint defined in (1) and (2):

Poplack (1980: 02) states that : 

 (1) The Free Morpheme Constraint


“A switch may occur at any point in the discourse at which it is possible to make a surface constituent cut and still retain a free morpheme”. 

(2) The Equivalence Constraint 

Switched sentences are made up of concatenated fragments of alternating languages each of which is grammatical in the language of its provenance. The boundary between adjacent fragments occurs between two constituents that are ordered in the same way in both languages, ensuring the linear coherence of sentence structure without omitting or duplicating lexical content  (1980:02)
 
The Equivalence Constraint predicts that CS will tend to occur at points where the juxtaposition of elements from the two languages does not violate the syntactic rules of either language .This means that a language switch can take place only at boundaries common to both languages. For instance, in Spanish/English CS, switches may not occur between nouns and adjectives in the noun phrase because attributive adjectives in English typically precede the head noun, whereas in Spanish they follow it. Codes will tend to be switched at points where the surface structures of the languages map onto each other. 

Poplack’s (1980) Free Morpheme Constraint predicts that a switch is disallowed between a lexeme and a bound morpheme unless the item is phonologically integrated into the base language. It limits the potential switch sites to word boundaries only.

From  Algeria Arabic ( hereafter AA) /French ( hereafter Fr)  CS , the Free Morpheme Constraint means  for instance that the result of the  combination of a French lexical form ( bureau ( an office )  + the Arabic bound morpheme [a:t]  ( which is used  to indicate the plural in Arabic ) is:
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 [ biġu] + [a:t]                   [ biruya:t] (offices ) : [ġ] being phonologically adapted into Arabic to become  [r]. Therefore, the result is not [ buġuya:t]  as the constraint states but rather [ biruya:t].


Further counter examples are found in many data corpora namely:

Moroccan Arabic (MA) /French (Fr)  CS:

              (1) tatbqa tatgrater

(You keep scratching)

(Bentahila & Davies, 1983: 315)

English-Swahili: 
 (2) Hapa flame hiyo inaenda juu- haiwezi ku –ku burn 

(The flame is going upwards, it can’t burn you).                                 








(Myers-Scotton, 1993: 30)

Myers-Scotton (1993) points out those coinages are likely to be commoner in agglutinative languages. Halmari (1997: 76) gives examples such as libraryin 
(library ) and lunchboxiin ( lunch box) , where phonologically unintegrated English nouns are freely combined with Finnish bound morphemes. 

(3) J’ai vu un ancien tilmid dyali                         
     ( I saw an old student of mine )     
(Bentahila and Davies, 1983:319)


In Arabic, adjectives must follow their nouns; while this is true for most French adjectives; there are some types of adjectives which must precede nouns. The Equivalence Constraint would predict that a switch is only possible where an adjective follows a noun, since this is the only order common to both languages, yet example (3) above from MA/Fr corpus is acceptable.
(4) jaw              les enseignants 

        3PL-come     DEF-PL   teachers 

       (The teachers came) 

 Example (4) taken from our AA/Fr corpus, is perfectly common and acceptable, though it follows the syntactic structure of only one language; Classical Arabic (hereafter CA) (VSO) and violates that of Fr ( SVO) . This casts doubt on the complete validity of Poplack’s (1980)
 claims. 


Romaine (1989: 118) points out that the two languages in contact share the same categories. Sebba (1998) makes a related argument: the idea that equivalent structures can be switched and non​equivalent ones cannot presupposes that equivalence is an objective fact about the two languages. 


The Free Morpheme and Equivalence Constraints
 are also criticized for not recognizing the notion of asymmetry, which is arguably central to many language contact situations. Joshi (1985), for example, suggested that CS is characterized by an asymmetry with respect to the degree of participation of the languages involved. He bases his idea on , the observation that: “Speakers and hearers generally agree on which language the mixed sentence is ‘coming from’ ” (1985:190-191)
. 


Likewise , Boumans (1998 :19) disagrees with Poplack’s(1980) Constraints because the suggestion that CS is possible between a noun and an attributive adjective if both languages permit the noun-adjective order presupposes that the adjective and noun categories are the same for both languages .
3.1.2 The Subcategorization Principle


Bentahila and Davies (1983:329) were among the first researchers to recognise problems with the Equivalence Constraint and raised the subcategorisation issue, concluding their discussion of MA /Fr CS. They stated that: “All items must be used in such a way to satisfy the language particular subcategorisation restrictions imposed on them”. That is : “Switching is freely permitted at all boundaries above that of the word, subject only to the condition that it entails no violation of the subcategorisation restrictions on particular lexical items of either language” (Bentahila and Davies, 1983 :329)
  .

Bentahila and Davies (1983) found that in the MA /Fr CS data, switching between the two languages occurred regardless of surface structure differences. Arabic/Fr data show no constraint relevant to the difference of surface structures at the switch point; rather the possibility of CS between Arabic and Fr was limited by subcategorization restrictions. Bentahila and Davies (1983) proposed that the subcategorization of a word would determine what elements from either language could appear in the phrase that is headed syntactically by that word. Switching may occur within constituents exhibiting the surface structure of one language but not of the other; within a constituent exhibiting switching, a smaller constituent not involving switching will conform to the rules of the language in which it appears (Bentahila and Davies, 1983:320)

 
That is to say that the subcategorization rules must be satisfied whether the constituent concerned by the switch is in one language or in another.
For instance, in Arabic all adjectives are subcategorized as postnominal. According to the Subcategorization principle, example (5) is possible, while (6) is not because it violates the Subcategorization rule of Arabic: 

(5) un professeur εadim   

      (A teacher           excellent) 

     (An excellent teacher) 

(6)*un εadim professeur

        (An excellent teacher)                      (Arabic/French, Bentahila and Davies 1983)

From AA/Fr data corpora, we have:

(7)   chrina         une  voiture   kbira  
       1PL-buy        INDEF-F car       big-F    

                               (We bought a big car)


The above examples (5) and (7) would be rejected according to the Equivalence Constraint since the latter claims that where a noun and its modifying adjective are in different languages, the two must match the surface word order of both the language of the adjective and the language of the head noun. The only possibility of switching in this case would be a noun followed by an adjective, since this is the only position which is allowed in both languages. However, the above examples are plausible according to the subcategorisation rules. 


Bentahila and Davies’s (1983) Subcategorization Principle is greatly credited for its explanatory power. Other investigations were also influenced by this principle , namely Myers-Scotton (1993) and Mahootian (1993).

3.2 Government Approaches


There were groups of researchers who tried to offer a non linear approach to CS,  including Bentahila and Davies (1983)  with   their Subcategorisation Principle. 

 
While in the linear approach , Poplack and her associates(1981) assume that CS takes place in surface structure,  others have tried to formulate rules in terms of structural hierarchy or dependency between words, as in the case of  Woolford (1983), DiSciullo, Mysken and Singh (1986) and Pandit (1990) who , like Bentahila and Davies (1983), cast doubt on the linear approach , and sought to explain CS phenomenon in relation to constituent structures based on the syntactic theory of Chomsky’s Generative Grammar. 
3.2.1  Woolford’s Phrase Structure Congruence Model

After Poplack’s linear order constraint model, a variety of non-linear approaches, especially based on Chomsky’s generative grammar were proposed, drawing on, for example, the GB framework (Woolford, 1983; Disciullo, Musyken, and Singh, 1986; Halmari, 1997), the Functional Head Constraint (Belazi, Rubin, & Toribio, 1994), the Null Hypothesis (Mahootian, 1993) and the Minimalist Approach (MacSwan, 1997).


Woolford (1983) is one of several researchers who attempted to explain the constraints within the generative grammar framework in terms of Government Binding (GB) Theory. Woolford (1983) posits that where the two languages share common phrase structure rules, lexical items can be freely drawn from either language to fill terminal nodes common to both languages. However, when the syntactic rules or word orders are different, switching is prohibited. When a phrase structure rule is unique to language x which is in place, then only language x lexical items may fill the terminal nodes .That is Woolford (1983) assumes that, in situations other than overlap , the language to which the phrase structure is unique is the only one from which lexical items may be drawn. 


Her evidence is derived from Spanish /English CS corpus, where she claims, for instance, that CS between a noun (here after N) and a following modifying adjective is impossible since both elements must be in Spanish, because unlike English, Spanish has the rule noun phrase (hereafter NP)  

NP = noun + adjective.  However, in case of an NP composed of a determiner (hereafter DET) + noun (hereafter N).  DET can be filled with lexicon from both languages since such a structure is valid in both Spanish and English. 


 Even if the GB theory is the starting point in Woolford’s (1983) model, her claims resemble to a great extent Poplack’s (1980) Equivalence Constraint, since both are based on the syntactic word order of language pairs. 

3.2.2 Di Sciullo, Muysken & Singh’s Government Constraint 

The most pronounced claim made by Di Sciullo, Mysken & Singh (1986) is formalised, as ‘The Government Constraint’ where switches are constrained at S-structure 
 by the government relationship which holds between adjacent items.

 Di Sciullo , Mysken and Singh’s  (1986) claim that CS is constrained  by the government relation holding between sentence constituents . Di Sciullo et al (1986) begin by arguing against the Equivalence Constraint, stating that it ‘over –predicts’ in the case of French/Italian CS in Montreal and ‘under-predicts’ for Hindi/English CS” (Myers-Scotton, 1993:42) Di Sciullo et al (1986) claim that their model, under the Government Principle, is ‘the only universally applicable one’ (1986:4)
.


Basically, what they argue is this: “If X has the language index q and if it governs Y, Y must have language index q also” (1985:4)
. In other words, the lexical governor
 and a governed maximal projection must be in the same language. That is, within a maximal projection, in particular Nortier’s MA-Dutch CS data (1990) which show that switching between verb and direct object is permissible i.e. a full NP or a verb phrase (here after VP), the switch is not allowed.


Henceforth, switching is possible between subjects and verbs; since they occur in two distinct categories but not between a verb and an object, since the governor, i.e. the verb and its complement occur in the same maximal projection (VP) where the switch according to the Government Constraint, is disallowed. 


Because government holds between a verb and its complement and between a preposition and its object, it predicts that a verb or preposition must be in the language of its complement. Accordingly, the complement clauses, direct and indirect objects, and prepositional phrases must all remain in the same language as the verb, and the modifying adjectives must remain in the same language as the noun. 


Di Sciullo et al. (1986) tested the Government Constraint using Italian/ Fr, Italian/English and Hind/-English CS as well as previously reported Spanish/English data. 

(8)  Ha ricevuto  il diplôme 
         (She has received the diploma)  




Italian /French (DiSciullo, Muysken, and Singh, 1986:13)


Although the Government Constraint seems attractive in grounding CS constraints in a larger theory of language, it makes incorrect predictions when tested on cross-linguistic data and it has been an easy target for falsification.


As Muysken (2000:24) points out, in particular Nortier’s MA-Dutch CS data (1990), which show that switching between verb and direct object is permissible, as below, whereas the Government Constraint disallows such a type  of mixes:

(9) ana ka-ndir intercultureel werk.

       (I I-am-doing intercultural work. ) 

(Nortier 1990:131) 

Similarly, we have counter examples from English/Spanish as well as AA/Fr CS:

(10) This morning mi hermano y yo fuimos a comprar some milk

       (This morning my brother  and I  went     to buy    some milk)    

         (Mc Swan, 1997:58)

      From AA/Fr CS data, we have: 

   (11)     Wara lu       le          bulletin 

              Show-to- 3M    DEF-M   School report   

           (He showed him the school report

                                                                             (Keddad, 1986:242) 


Muysken (2000) points out that the Government Constraint as it is formulated is inadequate because it ignores the crucial role of functional categories (such as determiner, case marker and plural marker). Belazi et al. (1994) have also criticized DiSciullo, Muysken and Singh’s (1986) Government Model on the grounds that it is too restrictive and makes incorrect predictions 
 . 

3.2.3  Belazi, Rubin & Toribio’s Functional Head Constraint 

Belazi et al’s (1994) constraint restricts switching between a functional head and its complement, i.e. the functional head and its complement must be in the same language. This could also be viewed as providing further argumentation for Chomsky’s Minimalist Program. It is worth noting that the GB which is a far reaching constraint dealing with general surface syntactic structure, has been found (cf. Toribio et al (1994) and Meisel (1995) ) to be too much restrictive in nature. Belazi et al (1994) propose the Functional Head Constraint (here after FHC), arguing that it emerges from principles independently motivated in the grammar for other phenomena. According to them, CS may not occur between a functional head and its complement; functional categories such as complementizer , inflection, negation and determiner are considered as heads of phrases and CS between these elements and their complements is inhibited. 
Accordingly, Belazi et al (1994) predict that switching between a functional head like Det and its complement NP, between quantifier and NP, between inflection  and VP, between complementizer and its inflection Phrase complement, and between negation  and VP is disallowed. 

The FHC accounts for Belazi et al.’s (1994) CS data, like in the following example where the switch between Q and its complement NP is disallowed:

(12) ktib dix livres

      (Wrote ten books) 

 (13) *Ktib /ašra livres

         (Wrote ten     books) 

         (He wrote ten books)

(14)  *Süuf-t  da:r-s 

      (I saw the houses.)       

      (Tunisian Arabic/French CS data, Belazi et al. 1994)

(15) *We dance-amos chacha. 

         (We dance cha-cha)               Spanish-English CS   
(Belazi et al 1994: 231)

In example (14) above, the Arabic word [da:r] ‘house’ cannot occur with the French plural [-s] as switching between the French inflectional morpheme [-s], a bound morpheme, and its head is unacceptable, this disambiguates the reference of Poplack’s Free Morpheme Principle. Likewise , in instance (15) the English verb ‘dance’ cannot occur with the Spanish 1st person plural ‘amos’ as  switching  between the Spanish  inflectional morpheme, a bound morpheme, and  its head  is  also unacceptable. 

 
Belazi et al (1994) claim that switching is disallowed between Det and NP as in the next example , where the switch between the Arabic determiner [el] and the French NP ‘anémie’ (anaemia))  is impossible :

(16) (c’est le        fer qui donne …) lli yi-ha:rib l’anémie 

           It is   DEF-M iron  that gives           3M-fight        DEF –anaemia 

        ( It is iron that gives ..that fights anaemia ) 





Tunisian Arabic/French ( Belazi et al,1994:226)
 


Belazi et al (1994) might have been encouraged by the fact that in Tunisian Arabic, French nouns tend to be inserted together with the French definite articles ( [la] ([the] in feminine)  , [le]  ([the] in masculine ) and [les] ([the] in plural)).

Following Backus’ Unit  Hypothesis (2003) ‘l’anémie’ [lanemi] could be considered to be  an unanalyzed chunk and that the French article [l] is not categorized as an article, which casts doubt on the validity of Belazi et al’s(1994) FHC .


Likewise, the FHC would be valid for certain complementisers in certain language pairs like in (17), (18) & (19), but it doesn’t represent an overall tendency.

(17) I command you to do the nokum!

(I command you to do the recording!)        ( Korean/English ( Coi,1991:889)


From AA/Fr CS data, CS occurs in between DET in AA and NP in Fr, as in: (18) and between COMP in AA and the complement clause in Fr.
 (18) hade-l      problème  kbi :r   

         DEM DEF   problem       big                     

       (This    problem is big)

(19) Kunt        εarfa   belli   c’est impossible 

        1-be-SG       aware that        it is impossible 

          (I knew that it is impossible) 


Interestingly enough, Belazi et al (1994) predict that in contrast to the restriction on switching between a functional head and its complement, switching between a lexical head and its complement occurs quite freely. Note that at this point Belazi et al’s (1994) analysis differs completely from DiSciullo, Muysken and Singh (1986). Switch sites, which are free for Belazi et al (1994), are blocked under the Government Constraint Model. For instance, switching between a verb and its object complement is possible for Belazi et al.(1994), whereas in DiSciullo et al ’s (1986) model, it is blocked by the government relation that holds between them.


Belazi et al (1994) also offer a second principle for CS: “The Word Grammar Integrity Corollary”; according to this principle, a word obeys the grammar of the language from which it is drawn. The Word Grammar Integrity Corollary follows Chomsky’s (1993) principle, which presupposes that lexical entries are associated with morphological and syntactic features. Belazi et al (1994:232) posit that: “Given that this is true for all lexical entries in all languages, thus it must be true for CS as well”.

In support of the Word Grammar Integrity Corollary Principle, Belazi et al (1994:232) show that switching is possible in (20) below, because Tunisian Arabic adjectives are postnominal and the adjective is correctly placed in a postnominal position. But (21) is not possible because the grammar of Fr is not satisfied with the placement of its adjective; the French adjective belle (nice) is a member of French prenominal adjectives:

(20) J’ai une voiture mizyaena

         I have a car nice

       (I have a beautiful car)

(21) εandi  karhba belle
         I have a car nice

    (I have a beautiful car)

(Tunisian Arabic-French; Belazi et al. 1994)


The Word Grammar Integrity Corollary Principle requires that both the adjective and the noun obey the grammars of their respective languages. This is similar to Poplack’s (1980) Equivalence Constraint and Woolford’s (1983) Phrase Structure Congruence Model, both rule out switching between adjectives and nouns in languages with pre- and postnominal adjectives.

More successful, in terms of making the right predictions, are the proposals in which heads of phrases control morpheme order and case marking, instead of prohibiting CS altogether. Such proposals have been developed independently by Pandit (1995), Santorini & Mahootian (1995), Halmari (1993 ) & Mysken (1995) .

In Pandit (1990:43), it is stated that “Code switching must not violate the grammar of the head of the maximal projection within which it takes place” , or Mahootian’s (1993) statement . The latter , which is based on the head-complement relationships and the testing of a broad range of language pairs, proposed the following principle: “The language of the head determines the phrase structure position of its complements in code switching just as monolingual contexts”. (1993:15) 


Mahootian (1993) formalized her hypothesis as a ‘Null Theory’ of CS, in which the role of heads is important. Word Order Equivalence is not a prerequisite for the CS to be possible. Hence, the heads impose their syntactic rules and determine the phrase structure configuration of their complements. Seemingly, this resembles to a great extent Bentahila and Davies’ (1983) Subcategorisation Principle.


Mahootian (1993) claims that her model accounts for VP internal switches, switches within determiner phrase , quantifier phrase , PP , as well as switches between complementizer and inflection phrase , switches involving conjunctions and switches between free and bound morphemes. Mahootian (1993) used a corpus of Farsi-English CS data which she collected in naturalistic observations. In Farsi, objects occur before the verb, contrasting with basic word order in English. Mahootian (1993) observed that in CS contexts, the language of the verb determines the placement of the object, as in (23). 

(22) You’ll buy xune-ye jaedid

       (You’ll buy a new house) 

(23) E      wo   green dress ko

        (she    wore green   dress   a )  

       (She wore a green dress)     

 From AA/Fr CS, we have:  

(24) jaw                les  enseignants
        3-come-PL    the teachers 

         (The teachers came)

In the above example (24), the head of the constituent -the verb- (jaw) (came)              designates the word order of the whole constituent. 

Seemingly, inserted verbs are common examples, assuming that it is the inserted lexical statement that governs its complement rather than the verbal inflection from the matrix language. Whether these statements make the right predictions with regard to CS naturally depends on which elements are identified as phrasal heads.  
The relative order of the noun and the determiner, for example, is predicted more reliably if the determiner is identified as the head, as in Santorini & Mahootian (1995), rather than a noun, as Pandit (1990:39) claims.


All of these ‘ insertion variants ‘ of the government model when sometimes the word order is in content word insertion as well as constituent insertion are  allowed for with  the language of the verbal inflection rather than the language of the lexical verb as in :

(25) Parents       te                depend   honda  

        Parents        tense marker      depend         it 

     (It depends on the parents) 
              
(Hindi/English (Romaine, 1989:124)

To summarize, as long as functional categories are identified as heads of phrases, and content word insertion as well as constituent insertion are allowed for, CS data corroborate the government model, with some irregularities.

3.2.4  A Minimalist Approach to Code Switching  

 Within the Minimalist framework, every language is considered to comprise a set of parameter values over a certain range of variation allowed by Universal Grammar (MacSwan 1999:10), The aim is to make the simplest assumptions possible (MacSwan 1999:2). In this approach, the language is assumed to consist of a computational system and a lexicon (Chomsky 1995:20). 

 The assumption is that the computational system is fixed and invariant across languages, and it is basically restricted to the lexicon. Hence, phrase structure is also invariant across languages at the initial level, and it is lexically based system which is responsible for varying phrase structure at the utterance level .In other words, features of lexical items will determine whether the phrase is structured, for example, head-complement or complement-head. The idea that the lexicon is the seat of phrase structure leads to important implications   for CS.


 If the computational system is invariant across languages, and word order differences are attributable to lexically encoded features, then it can be assumed that the bilingual speaker has one computational system and, during CS, is merely drawing items from two different lexicons.  It is then the parametric values of the features encoded in these lexical items that are responsible for the syntactic features observed in CS data.  It is this idea that such features are, in fact, associated with individual lexical items that are important in CS theory (MacSwan 1999:20).  


Following  Chomsky (1995), the phrase structure  is derived  by the application of three operations:  Select, Merge  and Move, whose  functions  are constrained only  in that  lexically encoded  features must match during the course of the derivation. The central role of the lexicon in syntactic processing is evidenced by Chomsky's (1995:20) suggestion that morphologically complex items are formed within the lexicon, before being picked by Select and entering the numeration.  


Derivational processes of morphology, therefore, apply within the lexicon.  Movement is driven by feature checking, in that lexical items must move in order to have their   features checked.  Features to be checked   include case, person, number and gender (MacSwan 2000:44).  A derivation will crash if features are not checked, and will be cancelled if features mismatch, entailing that the utterance will either be corrected or will not be uttered.  


Within a Minimalist approach to CS, then, the only code switched utterance that will be unacceptable is one in which features are not checked, in which the derivation has either crashed or been cancelled.  MacSwan proposes in his Minimalist Approach to CS that:  “Nothing constrains CS apart from the requirements of the mixed Grammars”. 

 
MacSwan (1999:19) claims that this assumption is minimalist in two respects, namely that a strict interpretation of his approach relies on minimal theoretical assumptions, and that it relies, as far as possible, on the concepts and principles of the minimalist program. In basic terms, it means that there is no merging of two grammars during CS.  Rather, the bilingual speaker is making use of his fixed and invariant computational system, and drawing items from two different lexicons. 


 The lexically specified features (such as case, gender,  number  and  person)  of  these  items  must  be  checked  in  the  same  way  as  in monolingual speech (MacSwan 1999:22).  This lexically based model has no need for a control structure or "third grammar", as had the previous non-lexicalist proposals regarding the constraints on CS. What remains to be seen is whether this model is valid for most language pairs.  MacSwan (1997) assessed the empirical validity of the assumption on the basis of an extensive Spanish-Nahuatl corpus, and concluded that his Minimalist Approach could account for CS phenomena observed.  


Figure 1:  Mac Swan’s (1997) Minimalist Model


The proposed model is represented graphically in Figure 21 below. Lex L (1)1 is the lexicon associated with one of the mixed languages, Lex L (2)2 with another. Again, it is of no importance to the syntax whether a lexical item is “Spanish,” “Fr,” “CA,” or whatever, apart from the characteristics of its feature matrices. 


The computational system (CHL) selects new items from the lexicon and places them into a numeration from which a derivation is then constructed by further application of CHL. The numeration constructed in this way may be made up from elements of one or both lexicons, as expressed in the scheme above. If all of the lexical items in the numeration happen to have been drawn from either Lex L (1) 1 or Lex L (2) 2 (not both), then the expression will be monolingual; if the lexical items are drawn from both Lex L (1)and Lex L (2), then the expression will be an example of bilingual CS . 


Its well-formedness depends on whether its features match, whether it is a monolingual or a bilingual expression. In addition, there is in principle no bound on the number of languages which may be mixed into a linguistic expression in this way.  The basic idea that a CS is unacceptable when the respective grammatical systems clash in some especially that of Poplack (1980, 1981),  Mahootian (1993) and Belazi, Rubin and Toribio (1994).


Probably, the crucial advantage of Minimalist Grammar for the study of CS is precisely this: on this approach, the lexicon has much richer requirements than in earlier models, requirements rich enough to generate clause structure, and language-specific requirements may be concretely related to particular lexical items. 


However, recent studies in Psycholinguistics (cf Levelt (1989), Myers-Scotton (1993)) revealed that the bilingual human mind is more complicated and demanding than a mere human calculator or languages machine. In other words , the conceptual architecture of the human mind is out of sight  and cannot be approached or compared to a calculator machine . 
4. The Evaluation of Basic Grammatical Approaches: Points of Interest 


The present section embodies concluding remarks about the pros and cons of the approaches and constraints already surveyed in the above sections, in an attempt to evaluate, compare and link between them. 


The basic idea behind the present section is to show the impact of former approaches in the establishment of new ones, and reveal how sociolinguists could get influenced by early models in the conception of new ones. In most cases; they adopted, polished and adapted the previous concepts in order to set up new ones.


Dealing with the linear approach for instance, one of its primary objections as opposed to the insertional one is that the former leads to a rather roundabout description of CS within sentences. The formulation of word order constraints formulated by Pfaff (1976), Lipski (1977) and Poplack (1980) were particularly inspired the low frequency of occurrence of switching (inserting) attributive adjectives in Spanish/English CS.


According to Boumans (1998:18), Poplack’s work is in reality an insertional approach in ‘disguise’ and her tale of quantitative data analysis must be interpreted as ‘insertions’. The objection to linear approach, according to Boumans (1998) is not a matter of aesthetic preference: a lot of confusion is generated in the absence of a distinction between ML and EL.

Interestingly enough , the linear approach makes no distinction between content and function words .Moreover , cross linguistic congruence of constituent categories is crucial for the identification of possible CS . Congruence has become an explicit concept in the more recent work of Poplack and her associates (1982), where it is referred to as ‘Structural Equivalence’.

Dealing with the linear approaches to CS, Myers-Scotton (1993:24) states: “The early constraints are descriptive, not theoretical; that is, they stand as descriptive statements unrelated to any larger formulation of linguistic phenomena. Therefore, while they may account for a specific data set, in no way do they explain it”.


Based on the Chomskyan tradition, there were many researchers who implied that CS represents bilingual speech, but with one language activated at a time. Their goal is to explain constraints on phrasal switching under syntactic models designed to explain monolingual data namely Woolford (1983), DiSciullo, Mysken and Singh (1986), Belazi , Rubin and Torbio (1994) , Torbio and Rubin (1996) , Halmari (1997) and  MacSwan (1999) . 



As far as the government approaches are concerned, the latter have many pros and cons that Boumans (1998:24) summarised into three major points: 


First, as long as functional categories are identified as heads of phrases, and content word insertion as well as constituent insertion is allowed, CS data support the government model. Secondly, the government models make no predictions about the possibility of switching (or inserting) constituents that are neither governors nor governed. Thirdly, in the case of inserted governing verbs, government models frequently make the wrong predictions. 


A review of data presented in current CS data literature shows that there are good reasons to reject all the earlier constraints noted above as generally applicable; neither the linear word order constraints such as Timm’s (1975) five constraints and Poplack (1981) ‘s Equivalence Constraint , nor the subcategorisation or government based constraints make a principled distinction between the roles of the two languages involved in CS. Interestingly enough, cross-linguistic congruence of word and constituent categories were put under the spotlight very recently. 

5. Conclusion 


This article has outlined a number of grammatical approaches to CS including: Polack (1981), Bentahila & Davies (1983), Woolford(1983), Joshi ( 1985), and Chomsky (1995) to name a few .  Several researchers argued that the constraints found would apply to all CS situations. The quest for universals thereby moved from the very deep and abstract levels targeted by the Chomskyan grammarians to a level derived directly from a particular type of linguistic performance.

Seemingly, all the accounts about the approaches outlined in this chapter seem to provide counterexamples when applied to cross-linguistic data. However, all these insights deserve to be valued for their important contribution to the field of research. Indeed, in the present chapter, the historical outline of CS grammar – we focus- is not meant to expose and enlist the huge number of different approaches dealing with the syntax of CS; after all they are not all mentioned in the above sections, but rather, to show the importance and impact – with varying doses - of former approaches in the establishment of new ones. In fact, sometimes, two models, though holding two different appellations are approximately based on the same principles, besides; we may find an approach /model as being a mere development of a previous one, or being the result of the combination of different concepts from different approaches. Nonetheless, considerable progress has been made and every new proposal has offered greater understanding of the syntactic constraints governing CS through cross linguistic data, with of course, each language pairs holding their own regularities and limitations.


Hence, it seems that language use is just like driving a car; everyone on the road must follow the road's rules. If someone doesn't follow the rules, then car accidents may happen. However, the problem here is what rules are truly appropriate to govern our language use. The rules for language use are not as clear-cut as road rules. 


Given the limitations of each model, one may re-think the notion of universality in the application on the grammatical constraints. Research in this field has largely concentrated on finding universally applicable, pre​dictive grammatical constraints on CS, so far without success. 


According to many linguists such as : Timm (1975) , Lipski (1975) , Myers-Scotton ( 993), Thomason (2000 ) and Gardner-Chloros & Edwards (2004) ,  this may be because of misapprehensions as to the way in which grammar is relevant to CS. Thomason (2000 ) stresses justifiably that one never knows what types of switches will be conventionalized and that they do not depend on any specific monolingual grammar. Gardner-Chloros and Edwards (2004: 107–110) also point out that different con​cepts can be presupposed by the term ‘grammar’ and that it is not clear whether and how common assumptions about (mono​lingual) grammars are applicable to non-monolingual speech. 


Pandharipande (1990:06) sums up the reasons for the earlier constraints’ falsifications thus “(a) they do not make a distinction between the universal vs. local (i.e., language specific) character of the constraints. Most of the constraints are presented as (a) universal; and (b) they do not take into account the variable patterns in code switching”. From the above survey, the matrix language approaches remain to a great extent, the most accredited and efficient models in the study of syntactic constraints of CS ; the most prominent model searching for universality being the Matrix Language Frame (hereafter MLF) model followed by Boumans’ Monolingual Structure Approach . Still, CS search for universals remains an endless recalcitrant debate.
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� Myers- Scotton ,1993: 23 


� Alternation is the actual ‘‘switching’’ of languages at sentence or clause boundaries. Insertion, on the other hand, involves the use of single embedded language words into matrix language clauses. The study of insertional CS, the use of words and other short elements of an embedded language in matrix-language clauses, can contribute to our knowledge in several areas of linguistics, especially lexical structure and speech production.   (Boumans,2001:84) 


� For reasons of language variability which is found between communities, within a single community, right down to within the speech of individuals, and even within the speech of an individual in the same conversation., and because the study of CS often involves oral speech which is based on pauses, interruptions and left/right-dislocation, the study of CS data often poses problems for grammatical description. Indeed, it is very difficult to segment the speaker’s verbal production into grammatical phrases and clauses. Accordingly, Clyne (1987: 744) states: ‘It is a matter of doubt whether the notion of grammaticality can be applied at all to data as variable as that of code-switching […].’ (Penelope Gardner-Chloros & Malcolm Edwards, 2001:21).	





�  Myers- Scotton (1995: 25)


�  Ibid 


� Ogechi ( 2002 :22)


� Ibid 


� Ibid 


� Ogechi(2002 ; 23) 


� Bentahila and Davies,1983:305


� Poplack (1980) suggested universal validity for both constraints, but several researchers provided counterevidence from different languages: Myers-Scotton (1993)  in Swahili /English CS, Treffers-Dalle (1994) from  Fr/Dutch CS , Berk Seligson (1986) in Spanish/Hebrew, and Belazi, Rubin and Toribio (1994) from Italian/English, to name just a few. 


� Doron (1983) was against the linear approach stating: “I am suggesting that what blocks switches such as (22b) [ie:* seven chiquitas houses (seven small houses ‘English/Spanish CS] are not considerations about differences of the order of constituents …but considerations about agreement. The fact that word-order is not the only thing that distinguishes grammars of different languages seem to be neglected.”(Myers-Scotton,  1993:38)





� Myers-Scotton,  1993:35


� Myers Scotton, 1997:39.





� S-structure is the syntactic representation that most closely reflects the surface order of the sentence (Black, 1998:02).


�  Myers-Scotton, 1993:42


� Myers-Scotton, 1993:43


� Governors are heads of the lexical categories such as Noun (N) , verb ( V) , Adjective ( ADJ) , Preposition (PREP) and tensed I ( T) 


� Boumans,1998:20 


� Ibid


� Boumans, 1998:20 





� Pandit (1990:52) ( Myers –Scotton,1993:43) also  argues against the proposal of DiSciullo et al by citing example of CS between V and NP :  from Hindi/English , Pandit ,1990:53 cites : :  Of all the places John has hidden kuch books bathroom men      (Myers –Scotton, 1993:43)


		          Some 	                 in 


� Van Gass,2000 :94


� Boumans, 1998:21


� Boumans,1998 :19
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