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 Missing links, issues and hypotheses in the evolutionary origin of language
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I. Missing links in hominid fossils

In 1995, T. White and his colleagues published a correction of their 1994 paper announcing the discovery of a set of hominid fossils at Aramis, Ethiopia. With the additional discovery of a nearly complete skeleton, they proclaimed in their correction a new hominid genus Ardipithecus ramidus (White et al 1995). Subsequently in an interview with the National Geographic, White stated that Ardipithecus ramidus constituted “the link that’s no longer missing.” Ardipithecus ramidus rightfully generated great excitement. Its age approximated 4.4 million years, making it the oldest hominid at the time. Its magnus foramen is located considerably more forward then that of any living great apes, suggesting that Ardipithecus ramidus might be bipedal. Its teeth have flattened crowns and non-slicing canines characteristic of hominids rather than apes. There is little doubt that Ardipithecus ramidus constitutes a landmark discovery of hominid fossils.  

At about the same time when White et al published their findings on Ardipithecus ramidus, Meave Leakey and her colleagues (1995) unveiled a new species, Australopithecus anamensis from northern Kenya. At 4.2 to 3.9 million years of age, A. anamensis remains the oldest known species of Australopithecus. The structure of its tibia bone suggests bipedalism. But its dentition shows a U-shaped outline of tooth rows which is characteristic of Miocene as well as modern apes. Thus, A. anamensis displays an unusual combination of ape and hominid features. 

Two years after the unveiling of A. anamensis, White (1997) contributed another major discovery, the Australopithecus ghari. This 2.5 million year old hominid from Ethiopia displays a mixture of the physical characteristics of both gracile and robust Australopithecus. The gracile and robust lines of Australopithecus are a long-standing and well-accepted evolutionary bifurcation of the Australopithecines with the understanding that the genus Homo evolved from the gracile branch. A. ghari threw a wrench in this conventional wisdom in paleoanthropology. Furthermore the fossil record from the site of A. ghari showed that this hominid used stone tools and carried the tools from a site miles away to the location where they were put to use. Prior to this discovery, it was believed that Australopithecines did not have stone tools, and the Homo genus to which modern human belongs had a monopoly on lithic industry. Thus, with the discovery of A. ghari, we could no longer use the manufacturing of stone tools as one of the defining characteristics of the genus Homo. 

On the heels of White’s discovery came Kenyanthropus platypos, a major find by Meave Leakey (1998) from Lake Turkana in the rift valley of Kenya.  At 3.5 million years of age, Kenyanthropus is only slightly older than Lucy and the First Family, the world famous Australopithecus afarensis. But Kenyanthropus has small molars and a large flat face, placing its cranial appearance in much closer resemblance to anatomically modern human than Australopithecus afarensis which is marked by a small projecting face and relatively large molars. This is the main reason why Kenyanthropus was accorded the status of a new genus among the hominid taxon. It differs significantly from all of the extant hominid genera: Ardipithicus, Australopithecus, Paranthropus and Homo. 

Upheaval in our knowledge of hominine taxonomy continued after the discovery of Kenyanthropus. In 2000, B. Senut and M. Pickford announced the unearthing of the Millennium Man, Orrorin tugenensis, from Kenya’s Tugen Hills, with a set of bones including three femurs and a small human-like molar which is square and thickly-enameled, at approximately 6 million years of age. The age of O. tugenensis is simply astonishing. It approaches the estimated time of origin of hominids, when our ancestors evolved away from the common progenitors of modern chimpanzees and bonobos. Pickford and Senut (2001) claim that Orrorin tugenensis is, similar to the Australopithecenes, a bipedal hominid who is equally at home in trees. It has thickly enameled and square-shaped small molars that resemble the molars of modern humans rather than those of Australopithecenes. The molars of Ardipithecus ramidus, at 4.4. million years old, the second oldest hominid fossil, however, are thinly enameled. If Senut and Pickford’s claim of O. tugenensis as a hominid is correct, it poses many challenges to our conceptualization of the hominid family.   

This past summer, Y. Haile-Selassie (2001) published a description of a new set of fossil bones from Ethiopia dated between 5.8 to 5.2 million years ago. He claims that these bones come from a bipedal hominid, which he considers a subspecies of Ardipithecus ramidus. It is named Ardipithecus ramidus kaddaba. Both the postcranial and dental features of the fossils suggest that the hominid is phylogenetically close to the common ancestor of chimps and hominids. However, Ardipithecus shares with all other hominids the derived, elevated crown shoulders on the upper canine, and the cross section of the lower canine teeth is diamond-shaped like that of Australopithecus, not V-shaped like that of apes.  

A point with significant implication is that both Orrorin tugenensis and Ardipithecus ramidus kaddaba appear to have lived in forest/woodland rather than wooded grassland. If the bipedal hominid status of these two species are confirmed, the cherished hypothesis that bipedal hominids emerged because of climatic change due to the formation of the East African rift valleys could be in serious jeopardy.  

The flurry of new fossil discoveries during the past few years projects an image of a tangled web of hominid evolution. Instead of filling in the missing link from hominoids to Australopithicenes, Ardipithicus has become the first of a parade of fossil discoveries that suggest numerous missing links in hominid evolution. The old hypothesis of a straight-line phylogeny is no longer viable. The phylogenetic tree for hominids seems to have many more branches than we thought it had less than ten years ago at the time of the discovery of Ardipithicus. We are not sure how the known branches are connected or not connected to each other, and we don’t know how many and what other branches might exist. However, thanks to the contributions of paleoanthropologists, we do have an overall picture of the evolution of hominids:  

We know hominids emerged through the gradual evolutionary development of bipedalism. We also know that by the time Homo appeared a little more than two million years ago, hominids became obligatorily bipedal in the sense that their anatomical features such as the relative length of their arms vis-a-vis the length of their legs, the orientation of the shoulder sockets, the shape of their toes and fingers, no longer allowed them to climb trees easily.
  As a consequence of the inter-related evolutionary phenomena of increasing encephalization, the lengthening of maturation and consequently a significantly prolonged premature infancy, members of the Homo genus have no choice but to adapt to life on the open savanna grassland. Stanley (1996) eloquently designated the consequence of these inter-related evolutionary processes the “terrestrial imperative”, meaning that members of the Homo genus are obligatorily terrestrial at all times. The bipedal hominids that preceded the Homo could escape predators by nesting in the trees in the night and climbing trees during the day. Homo’s lost the tree-climbing option of their gracile Australopithicene forebears because of a chain of reasons:  

(a) In order to evolve a big brain and still allow the new born to pass through the birth canal, Homo’s must have lengthened maturation so that most of the large brain can develop after birth. 

(b) Lengthened maturation implies prolonged pre-mature infancy, i.e. the new born will remain physically uncoordinated for a prolonged period of time after birth because the brain needs time to mature after birth.

(c) Since the newborns are uncoordinated and helpless, they have to be held by their parents on the move. 

Tree-climbing is, therefore, not an option for Homo’s on the move whether they are escaping predators or seeking refuge in the night. Notice that modern ape infant can hold on to its mother within one day of birth. Hence apes can climb up trees with their infants holding on to them. Human infants are not physically capable of holding on to their mothers until age two or three. The survival strategy of our Homo ancestors on the great plains of East Africa, where formidable predators and nimble preys had honed their respective skills over many million years before the emergence of Homo’s, is to form larger and better organized social groups with improved means of communication. Thus, our Homo ancestors embarked on the pathway of evolving a more and more efficient and adaptive type of communicative behavior. In other words, the terrestrial imperative imposed upon hominid evolution the co-evolutionary expansion of cognitive capacity and the development of efficient and effective communicative behavior, which ultimately led to the emergence of language among anatomically modern humans.
 The enhancement of hominid cognitive capacity and the evolution of their communicative behavior, however, were not the only co-evolutionary development. It was accompanied by an array of concomitant anatomical changes summarized in Li and Hombert (2002). 

As for the emergence of language, the fossil records yield little or no information. Fossil bones revealed three evolutionary developments related to the emergence of language: (i) The enlargement of the thoracic vertebral canal (Maclarnon and Hewitt 1999); (ii) The descent of the larynx (Arensburg 1989); (iii) Increase in encephalization.
 Both the enlargement of the thoracic vertebral canal and the descent of the larynx are adaptations to enhance hominids’ capability for vocalization. Increase in encephalization allows us to infer the enhancement of cognitive capacity. The details of the enhancement of cognitive capacity, however, is not known. Indentations on the endocranial casts may shed some light on the evolution of the meningeal venous system (Saban 1995) and the surface organization of the neocortex (Hollaway 1995). The trend in the development of meningeal venous system and the neocortical organization in terms of surface gyri and sulci during homoinid evolution, as one would expect, progressed in the direction toward greater complexity.  Nevertheless, this evidence provides no clue to the evolution of hominid communicative behavior. It remains the case that the evolutionary origin of language can only be inferred by integrating all of the relevant information from paleoanthropology, neuroscience, animal communication, theories of evolution and linguistics.

II. The origin of language as a vehicle of communication 

Scholars who recognize the merit of functional linguistics agree that language emerged evolutionarily first and foremost as a vehicle of human communication, not as an instrument of thought. The claim of language as an instrument of thought is an intuitive and a priori claim that defies scientific verification. Even from the perspective of intuition, it is difficult to imagine language as an instrument of thought before the dawn of civilization which is marked by such features as written language, urbanization, advanced technology, expanded population and complex social organization. As for pre-human hominids or early anatomically modern humans (AMH) one hundred thousand years ago, we don’t know and probably will never know how they engaged in ‘thinking’. But we do know that all hominids, like all animals, communicate. We can also be sure that at some point of the evolution of hominid communicative behavior after some radical innovations, language emerged. I will, therefore, assume that language emerged phylogenetically as a human vehicle of communication.  Language may serve as an instrument of thought for modern humans. It is an interesting issue that seems more philosophical than empirical. The focus of this paper, however, revolves around the ‘missing links’ in the evolution of hominid communication from the perspective of neuroscience, animal communication and linguistics.

III. Pre-language vs. post-language communicative behavior of hominids

A critically important issue in the study of the origin of language is ascertaining the features and characteristics of hominid communicative behavior that would qualify it as language. From the perspective of generative linguistics, the definitive characteristics of human language is the recursive function in its grammar. Hence, from the perspective of generative linguistics, the critical point of transition from hominid communicative behavior to language would be the acquisition of the recursive function (Pinker 1994). Li and Hombert (2002) point out that the recursive function is a method of description. One may use it to describe certain aspect of human language as well as some animal communicative signals such as the songs of the humpback whale and the mockingbird.  If hominid communicative behavior evolved into language gradually,
 the point of demarcation should not be based on when the communicative behavior is susceptible to a description involving recursive functions. We must seek other means to establish the point in hominid evolution that separates pre-language communication from post-language communication.

Li and Hombert (2002) propose that an important criterion separating pre-language communication from post-language communication in hominid evolution is the difference between linguistic change and the evolutionary change of communication in animal kingdom. The pre-language communicative behavior of hominids, like animal communicative behavior, was subject to the constraints of Darwinian evolution. It involved natural selection and sometimes, genetic mutation. A change of the pre-language communicative behavior of hominids was adaptive in the sense that the change enhanced the hominids’ life expectancy and reproductive success. Those hominids who made the change achieved a higher level of fitness than those hominids who failed to make the change. Hence, those hominids who made the change would have a competitive edge for both survival and reproduction over those who failed to make the change. Linguistic change, which began in the post-language communicative era of hominid evolution, however, is by and large tied to society and culture. It has nothing to do with life expectancy, reproductive success, genetic mutation or natural selection. Language changes constantly and rapidly. Our pronunciation, vocabulary, ways of speaking and even grammar change significantly within our life time.
  

If the difference between linguistic change and the evolutionary change of communication in animal kingdom serves to demarcate pre-language communication from post-language communication in hominid evolution, we still need to know the nature of the communicative behavior of hominids at the point of that demarcation. I have designated this point of demarcation the Crystallization of Language from the perspective of evolutionary time. Let us explore this state of hominid communication.

Hominid communication, like higher primate communication, typically involves the simultaneous use of several sensory channels: visual, auditory and tactile. At the outset, we will leave behind the evolution of facial expressions, body postures and tactile communicative behavior among hominids. On the basis of comparative studies among mammals, we may conjecture that there is no radical change in the evolution of facial expressions, body postures and tactile communicative signals among hominids. Facial expressions, for example, are largely dependent on facial muscular and skeletal architecture. Most facial expressions among humans are controlled by emotional states and not subject to voluntary control (Ekman 1984). If we are interested in the origin of language, we need to understand the emergence of symbolic signals as Deacon (1997)  points out. At the most elemental cognitive level, a symbolic signal must possess two properties:

(a) It refers to a concrete object

(b) The reference is context-independent

This is the beginning of  ‘meaning’ and vocabulary. The emergence of the first symbolic signal referring to a concrete object also represents the crossing of the first ‘missing link’ in hominid evolution. Animal communicative signals are not symbolic according to our definition of elemental symbolic signals, and animal communicative signals do not have ‘meaning’. What they have is ‘function’ such as threat, appeasement/submission, courtship/copulation, warning/alarm, recruitment, assembly, dispersion, identification, territoriality, feeding, etc. Functions must not be confused with ‘meaning”.  Each of the following linguistic expressions has the function of ‘threat’:


I’m going to bite your ears.


I’ll kill you.      


I’ll knock you over.


I’m going to beat you up.

But they all have different meanings, and they have different meanings because they are linguistic expressions. In animal communicative behavior, threat signals are just threat signals, no more and no less. Different species have different threat signals. Some signals are graded according to the intensity of the signaler’s emotional state, and some, discrete. Some are structurally more complex involving various components and several channels of communication, and some are simple. All members of the same species use the same threat signals, and all threat signals are emitted by signalers to threaten intended receivers. They have no meaning. We can make similar statements about any other functional category of animal communicative signals. 

A particular set of animal communicative signals that have received a great deal of attention is the frequently cited warning signals of vervet monkeys. These warning calls are not symbolic signals because they do not possess property (b). Nevertheless, the warning calls of the vervet monkeys are halfway toward a symbolic signal, because they differentiate, for example, reptilian, avian, mammalian and other predators. The differentiation, however, holds only in the context of warning. It is not context-free.
Another set of animal communicative signals that might be construed as symbolic are the signals that have the function of individual identification. For example, the whistle of the bottlenose dolphin and the vocalization of social mammals is aocustically unique for each individual. Consequently members of a social group can identify an individual upon detecting its vocalization. The identification function of such animal communication signals parallels the identification function of the voice of a human. Every human voice is acoustically unique. Within a social group, members can identify each other by the voice of a person. The unique quality of the voice, however, does not constitute a symbolic signal. It does not have the referential property of the expression “It’s me!” or the referential property of a first person sigular pronoun. Recognition of the voice depends on past interaction and social familiarity. We cannot identify a stranger’s voice, although we recognize that it does not belong to someone we know. The same can be said about the set of animal communicative signals that have the function of identification. The whistle of the bottle-nosed dolphin, the coo of a vervet monkey, the bark of a wolf, the grunt of a warthog and the various other communciative signals used by animals for maintaining contact within a social group are not symbolic signals. They are neither words nor names.
   

Li and Hombert (2002) as well as Givon (forthcoming) have argued that symbolic communication begins with concrete nouns in hominid evolution. However, unlike Givon who claims that lexical concepts must be “taken for granted” and “are well-coded in natural pre-human communication”, Li and Hombert argue that “the creation of each new symbol (for a concrete object) represents a stroke of genius by a hominid, and the establishment of each newly created symbol in the repertoire of the communicative signals of the social group to which the creator belongs, requires social and cultural transmission.”   They go on to state that,

“Having a few communicative symbols for concrete objects, however, is not tantamount to being aware of the abstract principle of associating symbolic communicative behavior with concrete objects, even though the symbol itself is a token of this principle. In other words, there is a significant difference between using a communicative symbol for a concrete object and being aware of the principle underlying that act of creation. … Thus, the appearance of communicative signals that signify concrete objects 1.5 - 2 million years ago did not imply the dawn of language. As we have stated earlier, the addition of each new communicative signal that symbolizes another concrete object is a significant step along the evolutionary pathway toward the emergence of language.” (Li and Hombert 2002)

The appearance of a communicative signal that symbolizes an abstract entity such as an event or action represents the second quantum leap, after the emergence of symbolic signals for concrete entities, toward the crystallization of language. It is the second most important milestone in the evolution of hominid communication toward language. Symbolizing an action or event presupposes an understanding of the relation between an actor and an action or an agent and an activity. Hence, the concatenation of an actor with an action, if and when a communicative situation calls for it,
 should be naturally emergent. It does not constitute a quantum leap toward the crystallization of language. Its appearance represents an overt manifestation of an awareness of the relation between an agent and activity or an actor and an action.   

The third most important landmark in the evolutionary process leading toward the crystallization of language was reached when the repertoire of symbolic signals, i.e. the  size of lexicon, attained a critical mass. The magic number stands at approximately a few hundred items. This estimate is based on the following:

(A) Language is a vehicle of communication.

(B) The crystallization of language preceded the dawn of civilization and significant material culture by tens of thousands of years. A full-fledged and adequate tool of communication would not have required as large a lexicon at that time as it did later. 

(C) Pidginists (Hall 1953, Samarin 1971) have noted that a pidgin with a set of approximately 1,000 morphemes functions adequately as a communicative tool in a community.
 

If the demarcation between pre-language communication and post-language communication in hominid evolution is the difference between linguistic change and the change of animal communication, then the crystallization of language must have occurred shortly after the size of lexicon reached a critical mass. A lexicon with a critical mass contains just about all of the bare essentials necessary for communication. Once words are sequenced to form larger linguistic units, grammar emerges naturally and rapidly within a few generations. Sequencing words together in speech opens up the processes of phonetc change such as de-stressing, change of word boundary, which will, in turn, lead to semantic bleaching and ultimately grammaticalization. The speed of the emergence of the first grammar at the inception of language is probably astronomical in comparison to the speed of Darwinian evolution. It is a matter of a few generations after the lexicon has reached a critical mass. The first grammar must not be equated with the grammar of some contemporary languages. It is a grammar with a few word order principles and grammatical markers. It has few, if any, morpho-syntactic devices. In the study of the origin of language, the importance of morpho-syntax of a language tends to be over-emphasized. It is true that many contemporary languages display highly complex morpho-syntactic structures. Perhaps presence of complex morpho-syntax in many modern languages has induced many scholars to believe that even at the origin of language, complex morpho-syntaical structures are a necessity. I do not belittle the importance of the study of morpho-syntax. What I wish to clarify are four points:

(i) The long process of the evolution of hominid communicative behavior leading toward the crystallization of language involves primarily the development and accumulation of symbolic communicative signals, i.e. the lexicon.

(ii) A large enough lexicon without a grammar will go a long way toward achieving communicative efficacy.

(iii) If creolization is a hint, a few generations probably constitute sufficient time for a grammar to emerge as speakers begin to sequence words together to form larger communicative units.

(iv) At its origin, language only appeared in what may be called, ‘task-oriented’ communication. Task-oriented speech is shorter and simpler than casual conversation. It has the function of facilitating rudimentary social interaction or the performance of a simple collaborative endeavor. Nevertheless it belongs to the genre of spoken language.
 We know that the grammar and structure of language used in casual conversation differs significantly from that of formal spoken language or written language (Chafe 1982). In languages with highly complex morpho-syntax, the complexity tends to diminish in casual conversation. Task-oriented speech, therefore, tends to rely even less on complex grammatical structures than casual conversation.     

By (iii), I do not imply that most of the grammatical structures observed in contemporary languages emerged within a few generations. A first generation creole with a few simple word order conventions and some grammatical particles is a full-fledged language that will serve as an adequate vehicle of human communication, and in possession of the most important property as all languages do in comparison with animal communication: change rapidly due to social and cultural reasons, not natural selection. We tend to be impressed by the complexity of morphological phenomena in modern languages involving such phenomena as agreement, derivation, inflection, declension, mood, tense, aspect, number, gender, case, affixation, etc. If linguistic morphology of the types just cited were essential components of the grammars of all languages, one could conclude that it would require hundreds or thousands of years for a grammar to emerge after a large enough lexicon had come into existence. However, it is not true that all languages possess such morphological structures. Many languages in the world have little or no grammatical agreement, derivation, inflection, declension, tense, number, gender, case, and many languages with long histories of both written and spoken traditions rely primarily on some word order conventions and grammatical particles with little or no morphology as their grammar. The Chinese language family is but one of numerous examples.
  
One of the issues that dominated twentieth century linguistics is the recursive property of language structure exemplified by embedding and conjunction. In light of this issue, Frits Newmeyer raised the question: How did embedding emerge from   
task-oriented speech? The following example taken from my research on historical Chinese syntax illustrates a diachronic pathway for the emergence of an embedding structure from task-oriented speech.

In modern Chinese, there is a construction called "The Descriptive Clause" ( Li and Thompson 1989). The following is an example,


(1)  wo    you      yi   -  ge              meimei    hen    xihuan    yinyue
       I       have    one - Classifier      sister       very    like         music
      "I have a sister who happens to like music a lot"

(1) contains an embedded subordinate clause :  "hen  xihuan   yinyue:   ‘likes music a lot’".  However, the embedded clause is not a relative clause. In Chinese, relative clause precedes the head noun and it is marked with the particle “de”, where as the Descritpive Clause follows the head noun and it is unmarked.  For example, (2) contains the same embedded clause as (1). But in (2) the embedded clause is a restrictive relative clause marked by the particle “de”:

(2) wo     you        yi  -  ge                hen   xihuan yinyue   de            meimei

      I        have     one – Classifier    very   like      music    Particle    sister

      “I have a sister who likes music a lot.”

In addition to differing from the relative clause in terms of its position vis-a-vis the head noun, the descriptive clause also  differs from the relative clause semantically. The descriptive clause indicates an incidental feature of the referent signified by the head noun. Hence,  the translation of (1) : 'a sister who HAPPENS to like music a lot'. The semantic function of the Chinese relative clause is the same as any restrictive relative clause in other languages. It establishes a sub-category of the entity signified by the head noun, and the subcategory is determined by the property stated in the relative clause.    

        The rise of the Descriptive Clause occurred in the 18-19th century. It arose through the concatenation of two consecutive utterances in speech. The two consecutive utterances are represented by (3):

(3)  Wo        you       yi      -    ge            meimei.        Hen   xihuan  yinyue.
       I          have      one     Classifier     sister             Very    like     music
      "I have a sister.  (She) likes music a lot." 

Absence of the subject (zero anaphora) in the second utterance of (2) referring to the same topic as the first utterance is standard practice in Chinese speech.  The incidental meaning of the second utterance of (3) can be inferred. But the inference is not obligatory. Each of the utterances in (3) has a full-fledged intonation pattern of a declarative utterance. (1), on the other hand, has only the incidental reading, and it is uttered with one unbroken declarative intonation pattern.  Both (1) and (3) are fully functional in modern Chinese. The mechanism for the rise of the Descriptive Clause involves changes in prosody, and these changes gave rise to a new embedding structure with new meaning. Structurally the prosodic changes entail a boundary change, i.e. an utterance boundary, which is typically signified by a relative long pause and the beginning of a new intonation unit,  has been changed into a word boundary. The literature on diachronic morpho-syntax contains a wealth of examples of the emergence of new morpho-syntactic structures through prosodic and boundary changes which occur naturally and frequently in casual speech.     

IV. The crystallization of language: When did the first language emerge?
The default assumption of the crystallization of language is that it coincided with the emergence of anatomically modern humans in Africa some 150-130 thousand years ago (Walker & Shipman 1996). However, there is a confluence of evidence from paleo-demography, molecular genetics, and a variety of archaeological discoveries, which suggest that the crystallization of language may not have coincided with the emergence of anatomically modern humans.
 This confluence of evidence has led me to postulate that language emerged around 80-60 thousand years ago, several tens of thousand years after the appearance of anatomically modern humans. I will briefly summarize the evidence
(a) Around 60,000 – 40,000 years ago, the size of human population began its first explosive increase. According to paleo-demographic studies, the dramatic increase in human population started at the end of the Middle Paleolithic period at about 40,000 years ago (Hassan 1981, Biraben 1979). The following figure is modeled after Hassan (1981), p.196.

 


                                     

                                      




Fig.1
Estimates of human population 

         The population explosion during the period of 60,000 – 40,000 years ago is also confirmed independently by the study of mitochondria DNA (m-DNA) phylogeny (Sherry, S. T. et al 1994) on the basis of polymorphism and average mutation rate.


The second major population increase in human history occurred at the beginning of the Neolithic period, around 10,000 years ago. The driving force behind this second population explosion is well known: the development of agriculture. 

Question:  What caused the first explosion of human population between 60,000 to 40,000 years ago? 

Whatever the cause may be, it must have the potential of facilitating all aspects of human activity and social interaction and consequently enhancing human life expectancy and survival rate. 

(b) At around 40,000 year before present, a “Big Bang” of art occurred. The oldest preserved rock paintings discovered to date are the red ochre figures of half- human and half-beast found in the Fumane Cave northwest of Verona at 36,500 – 32,000 years old and the Grotte Chauvet paintings of animals in France at approximately 32,000 years old (Balter 1999). The artistic sophistication of the Grotte Chauvet paintings includes such refined techniques as shading and perspective, suggesting a long period of the development of artistic concepts and skills before the creation of the Grotte Chauvet painting. 
Personal ornamentation is another facet of the Big Bang of art. The oldest ornaments in the form of beads and pendants carved out of ivory are 35,000 years old (White 1986) These ornaments are conceptually, symbolically and technically complex, suggesting the work of a modern human mind. 

Question: Is the Big Bang of art a consequence of the emergence of language, which facilitates our intellectual capability?

     (c) At around 50,000 –40,000 years ago, the beginning of the Upper Paleolithic period, tools, like art, in stark contrast to all other earlier tool kits, began an unprecedented acceleration of diversification and specialization. This development in tool variety and complexity was worldwide. If we plot the trajectory of change in stone-tool technologies in terms of number of distinct tool types against time, the curve obtained strongly resembles that of the population change. It shows a long stasis characterized by a relative flat line until the end of the Middle Paleolithic and the beginning of Upper Paleolithic when the curve begins to shoot up vertically. The following figure is modeled after Lewin (1993), p.33.







Figure 2: Number of distinct stone tools in hominid history


The Upper Paleolithic tools include hafted blades that are at least twice as long as they are wide and numerous types of hafted small geometrically shaped tools such as chisels and files for carving and making bone instruments. They indicate a level of sophistication involving design and symbolism previously unattained in hominid history.
Question: What is the reason behind this explosive development of tools? 

     (d) The colonization of Australia occurred approximately 60,000 years ago. At the time, because of glaciation, Australia, Papua New Guinea and Tasmania formed one continuous land mass, while many of the contemporary islands of the Indonesia archipelago were connected with the Malaysia peninsula of Asia. Reaching Australia from Asia entailed the crossing of deep, fast-moving ocean water of approximately 100 kilometers. Such sea-crossing required social organization, collaborative effort, sophisticated planning, some skills, equipment and knowledge of navigation.

Question: What enabled humans to cross deep, fast-moving ocean water at that time but not before?  

To sum up, these four pieces of evidence collectively point to a new cognitive capacity for sophisticated culture emerging during the period of 80,000 –60,000 years ago. We cannot attribute this new cognitive capability to a larger brain, because human cranial capacity, if anything, has decreased since the dawn of anatomically modern human at around 150,000 – 120,000 years ago. In fact, the significant time gap between the first occurrence of anatomically modern humans and the first indication of a capacity for modern culture prompted Donald Johanson and Blake Edgar to pose the following question in their 1996 book, From Lucy to Language,

“This is one of the key unanswered questions in paleoanthropology today. Is it possible that the brains of early Homo sapiens were simply not yet wired for sophisticated culture? The modern capacity for culture seems to have emerged around 50,000 year ago, and with it, behaviorally modern humans who were capable of populating the globe.” (p.43)

Interestingly, the noted paleoanthropologist, Richard Klein, made a similar observation. Klein suggested that a hidden evolution of the brain, unrelated to its size and shape, took place some 50,000 years ago, and that hidden evolution accounted for human’s modern capacity for sophisticated culture and cognition (Klein 1989).

I submit that Klein’s notion of a hidden evolution of the brain is exactly the same as the answer to the question posed by Johanson and Edgar, and the answer to Johanson and Edgar’s question is also the answer to the four questions I have posed in my discussion of the confluent evidence. In my opinion, Klein’s “hidden evolution of the brain” is a new deployment of cognitive ability brought about by the emergence of language. In other words, the crystallization of hominid communicative behavior into language is the underlying reason for all of the four pieces of evidence: the first and sudden surge of human population, the Great Bang of art, the explosive development of tools, and the crossing of deep, fast-moving ocean water separating Asia from Australia.

V. The emergence of symbolic signals and cognitive capacity


Symbolic signals have never emerged in the natural communicative behavior of animals throughout the entire history of evolution. Hominids of the genus Homo are the only ones that developed symbolic signals. Why?  In a series of publication culminating in Dunbar (2001), Dunbar has argued that increased group size provided the immediate impetus for the evolution of a large brain and an effective and efficient communicative behavior among hominids. There is no communicative behavior that is more effective and efficient than one that is based on symbolic signals. Dunbar is correct in so far as singling out group size as the most important selectional force favoring the evolution of a large brain and symbolic communicative behavior. Early hominids, in order to survive on the savannas of east Africa where powerful predators and agile preys had been co-evolving for millions of years like an arm race, had to rely on better organized social groups than herds of ungulates. However, singling out the most important selectional force in the evolutionary development of the hominid brain and communication does not map out the process of evolutionary development of hominid communication that led to the emergence of language. In order to probe the intricate co-evolutionary development of the brain and hominid communication, we may pose the following two questions: 

(a) What is the cognitive prerequisite for the emergence of language?  
(b) Is there a type of cognitive capability that humans have and other primates don’t have?   

Tomasello (2000) hypothesizes that the understanding of intentionality, causality and conspecific’s mental states is unique to humans. To bolster his hypothesis, he cites that “in their natural habitats, non-human primates:

+ do not point or gesture to outside objects for others;

+ do not hold objects up to show them to others;

+ do not try to bring others to locations so that they can observe things there;

+ do not actively offer objects to other individuals by holding them out;

+ do not intentionally teach things to others.

They do not do these things, in my view, because they do not understand that the conspecific has intentional and mental states that can be potentially affected.” (p. 170, Tomasello, 2000).

Byrne (2001), however, holds the opposite view from Tomasello. In Byrne’s view, chimpanzee understands the mental states and the intention of another chimp. The experiments cited by him involve monkeys in one and chimps in another. Both experiments aim to find out if the animal’s behavior suggests some understanding of the mental state of another. For monkeys, the mother gave an alarm call whether or not the infants could see the danger, according to an experiment conducted by Cheney and Seyfarth (1990). This experiment suggests that the mother monkeys have no concept of the mental state of their infants. For chimps, an individual gave intense alarm when it saw danger approaching behind the back of its friend, i.e. the friend couldn’t see the approaching danger. When both could see the approaching danger, they did not utter alarm calls. This experiment, conducted by Boysen (1998), indicates that chimps distinguish a conspecific’s mental state of ignorance versus its mental state of being aware of a danger. 

Whether or not we could reconcile Tomasello’s hypothesis with Byrne’s claim rests with the following issue: 

Is the ability to understand a conspecific’s mental state and intention a graded or discrete phenomenon?  If it is graded, there will be a gradation of the ability. If it is discrete, then an animal either has it or doesn’t have it. I lean toward the former option, i.e. an animal’s ability to understand a conspecific’s mental state and intention is graded. However, the obstacle in correlating the natural occurrence of symbolic communicative behavior with the ability to understand a conspecific’s intentions and mental states is that in animal kingdom, the former is discrete, but the latter is graded. In other words, a species either has symbolic communicative behavior or doesn’t. Humans have symbolic communicative behavior. The rest of the animal kingdom does not. The distinction between animals and humans in terms of having symbolic communicative signals seems discrete. Concerning the knowledge of a conspecific’s intention and mental states, humans have it to the fullest extent, but chimps and possibly other great apes may have only partial understanding. Here the distinction between humans and great apes in this domain is not discrete but graded.  

Let’s illustrate with another example of the chimps’ partial ability to understand a fellow chimp’s intentions and mental states. Consider the five phenomena that according to Tomasello do not occur in non-human primates’ natural behavior. They are directly correlated with issues in the two questions posed earlier: 

(a) What is the cognitive prerequisite for the emergence of language?  

(b) Is there a type of cognitive capability that humans have and animals don’t   have?

Humans regularly engage in all these five behaviors: pointing out an object to someone; holding up an object to demonstrate it to someone; facilitating another person’s observation of something by bringing the person to the location; holding something out in order to offer it to someone; intentionally teaching someone. In fact, being able to engage in these behaviors is tantamount to having symbolic communicative behavior. Chimps, of course, do not have natural symbolic communicative behavior, yet they have been observed to engage in some rudimentary form of teaching. Boesch (1993) reports the following observation of the chimps of Tai National Park:

“On the 22nd February 1987, Salome was cracking a very hard nut species (Panda oleosa) with her son, Satre. He took 17 of the 18 nuts she opened. Then, taking her hammer, Satre tried to crack some by himself, with Salome still sitting in front of him. These hard nuts are tricky to open as they consist of three kernels independently embedded in a hard wooden shell, and the partly opened nut has to be positioned precisely each time to gain access to the different kernels without smashing them. After successfully opening a nut, Satre replaced it haphazardly on the anvil in order to try to gain access to the second kernel. But before he could strike it, Salome took the piece of nut in her hand, cleaned the anvil, and replaced the piece carefully in the correct position. Then, with Salome observing him, he successfully opened it and ate the second kernel.” (p.176-77)

No matter how one defines ‘teaching’, the observation reported by Boesch constitutes partial teaching. It suggests, at the least, Salome’s partial understanding of Satre’s intention and mental state.     

In view of the fact that the other four behaviors cited by Tomasello have never been observed among non-human primates in the wild,
 I believe that we can use a slightly modified version of Tomasello’s hypothesis to answer our original questions: 

What is the cognitive prerequisite for the emergence of language?  

Is there a type of cognitive capability that humans have and other primates don’t have?

The cognitive prerequisite for the emergence of language is the ability to understand fully intentionality, causality and the mental states of conspecifics. Humans are in full command of this ability. All other animals do not have it, with the exception of chimps and possibly other great apes that may possess a much diluted or weaker version of this ability.      

The reason for this cognitive prerequisite of the emergence of language stems from the nature of symbolic signals which permeate language. Symbolic signals are the most effective instrument for one to influence and affect the mental states and intentions of another with respect to what the signals symbolize. For example, if one wishes to influence the intention and mental state of another person with respect to cats, the forthright approach is to communicate with the person about cats. In other words, one needs symbolic signals referring to cats and other concepts. If an animal does not fully understand that a conspecific has intention and mental states that can be affected and influenced, there will be no impetus for symbolic signals to evolve. After all, what is the point of having a communicative signal that symbolizes, for instance, a concrete object such as ‘cat’, if it cannot be used to affect the mental state of another conspecific?

While ethologists continue to probe the cognitive capacity of non-human primates,
 an issue of great interest that calls for clarification concerns the extent to which chimps and other apes do understand their conspecific’s mental states. In connection with this issue we may also pose the following question:

To what extent is the understanding of the mental states of a con-specific a prerequisite of the evolutionary origin of symbolic signals, and to what extent did the emergence of symbolic signals co-evolve with the cognitive ability to understand the mental states of con-specifics?     

Like the state of affairs in hominid fossils, this question remains a missing link in the evolution of hominid communicative behavior. The key, however, may rest in neuroscience. The following section attempts to relate the current advances in neuroscience to the origin of language.

VI. Neuroscience and the origin of language


There are four pieces of information about the hominid brain that shed light on the origin of language. Some of them represent initial breakthroughs in important areas of investigation. Citing them at this juncture in relation to a study of the origin of language necessarily requires some degree of speculation and conjecture. I can only hope that some of my conjectures and speculations will be eventually verified as the “links” that are no longer missing. 


VI.1. Increase in encephalization and cognitive memory

Fossil records demonstrate that the allometric increase in encephalization plays a major role in the evolution within the genus Homo. The allometric enlargement of the Homo brain, in particular, the neocortex, is inextricably connected with the emergence of symbolic communicative behavior and therefore, language. A critically important aspect of this connection is the expansion of cognitive memory which directly correlates with the expansion of the neocortex. 

The need for a large cognitive memory in order to process language goes far beyond the fact that we need a vocabulary and a grammar. To be fluent in a language, one needs to know how to say things in that language, and how to say things, even the most commonplace things, in one language usually differs from how to say the same things in another language. A person can master all of the grammatical principles of a language, command a large vocabulary in that language, but if that person has not learned the myriad ways of saying things in that language, s/he is likely to utter weird and unacceptable expressions. The myriad ways of saying things in a language are primarily cultural conventions. For example, an English speaker conveys his/her hunger by saying, “I’m hungry”. A French speaker, however, conveys his/her pang of hunger by saying “J’ai faim” which literally means “I’ve hunger”. There is nothing ungrammatical about the English expression “I’ve hunger”. It is simply not an English cultural convention for expressing hunger! 

Consider another example contrasting two unrelated languages:  A Chinese, who was proficient in English grammar and vocabulary but unfamiliar with the English ways of saying things, once said:

“I am ascending the street.” 

What he tried to say was, according to the English ways of saying things,  “I am going out!”  But the Chinese way of saying “I’m going out!” is precisely “I’m ascending the street” as shown in the following Chinese utterance in which each morpheme is glossed:


Wo  shang      jie           le


 I      ascend   street    particle

An important and relevant point here is that the Chinese expression, “shang jie”  ‘ascend street’, is not an idiom. It consists of the verb, “shang” meaning ‘ascend’ plus an object, “jie” meaning ‘street’. The verb “shang”  ‘ascend’ may take on different objects to have different meanings. For example:


(i) Shang     shan


    Ascend    mountain    =  “to climb mountain”

(ii) Shang     chuang


     Ascend     bed            =  “To get in bed”

(iii) Shang     chuan


      Ascend     ship          =   ‘to board a ship’


(iv) Shang    feiji


      Ascend   airplane      =   ‘to board an airplane’


(v) Shang    ke


     Ascend   lesson        =   ‘to attend a class or have a lesson’          

         These examples constitute just a few items from a large set of possible forms involving the verb, “shang”  ‘ascend’. Their different meanings can not be attributed to the polysemy of the verb “shang”  ‘ascend’.  If one wishes to become a fluent speaker of Chinese, one must learn these Chinese ways of saying “to attend a class”, “to board a ship/plane/train/bus”, “to get in bed”, etc. We won’t be speaking Chinese if we translate the English words into Chinese and then string them together according to Chinese grammar. We would be speaking “English Chinese”. Similarly one would be speaking “Chinese English”, if one said “ascend the street” instead of “going out”, or “ascend the plane” instead of “board the plane” or “ascend a class’ instead of  “attend a class”.    

Pawley (1991) and Grace (1987) have written eloquently about this aspect of language. I will quote Pawley (1991),

“A language can be viewed as being (among other things) a code for saying things. There are a number of conventions that constrain how things should be said in a language generally or in particular contexts. Here I will mention only the general maxim: be idiomatic. This means, roughly, that the speaker (author, translator, etc.) should express the idea in terms that native speakers are accustomed to. For example, if you ask me the time and my watch shows the little hand pointing just past the 5 and the big hand pointing to the 2, an idiomatic answer would be ‘It’s ten past five’, or ‘It’s five ten’. A reply such as ‘It’s five o’clock and one sixth’ or ‘It’s five-sixth of an hour to six’ or ‘It’s six less than fifty’ would not count as idiomatic. To break the idiomaticity convention is to speak unnaturally.” (p.433)  

The implication of this important characteristic of language is that linguistic behavior requires a prodigious cognitive memory. The neocortex of our brain must be able to store a vast amount of knowledge acquired through learning: the vocabulary, the grammar, and the myriad ways of saying things. Hence increase in encephalization is inextricably connected with the emergence of language in the sense that it is a prerequisite for the emergence of language in hominid evolution.

VI.2.  The prefrontal lobe and planning


Ever since Phineas Gage, the first documented person who survived an inadvertent frontal lobotomy due to an accident, neurologists have known that the prefrontal lobe plays a critical role in planning and decision-making. Planning presupposes freedom from the present in both time and space. One of the most conspicuous differences between animals and humans is that animals, not humans, are condemned to react to the present at all times. For example, if food appears in front of an animal and there is no other over-riding distraction, eating will follow immediately. Animal communication, as Hockett (1960) notes, with the exception of the waggle dance of honey bees, does not have the “displacement” feature. In other words, humans are unique in being able to communicate about things remote in time and place from the communicative interaction. In fact, the very structure of speech presupposes planning. Since speech consists of linear sequences of words and expressions, i.e. serial behavior, a speaker must continuously plan ahead in order to decide what to say and how to organize what one wishes to say if s/he wishes to speak coherently. However, there is no neurological evidence suggesting that the prefrontal lobe plays a direct, frontline role in subverting language behavior. Furthermore, there is no record of Phineas Gage suffering from aphasia or speech deficiency after his injury.  Hence, the connection between the evolutionary development of the prefrontal lobe and the evolutionary development of hominid communication leading to the crystallization of language is parallel, not causal. Given that language facilitates all our cognitive capabilities including planning and the executive function, the enhancement of hominid communication must have co-evolved with the expansion of the frontal lobe. We may view this co-evolution from the perspective of automobile development. If the engineers develop an engine and a suspension system for a car to cruise at high speed, they will also have to develop a steering mechanism that can handle a car cruising at high speed. The engine and suspension system is analogous to the neural circuitries designed to acquire language, and the steering mechansim is analogous to the prefrontal lobe.  Both a highly developed prefrontal lobe and the neural circuitries for linguistic behavior are essential for humans to have our unique cognitive capabilities. It is interesting that the prefrontal lobe of the neocortex is probably the last phase of encephalization in hominid evolution. Our closest hominid cousin, the Neanderthal, remained slope-headed, suggesting an underdeveloped prefrontal lobe, even though their endocranial vault appeared larger than that of the average anatomically modern humans. 

VI.3. Mirror neurons and the capacity for learning


I have pointed out in Section V.I.1 that acquiring a language requires a prodigious memory, implying that a child must learn a great deal of information before achieving fluency in his/her native language. Thus, becoming a fluent speaker in a language requires not only a prodigious memory but also an impressive ability to learn. The impressive human ability to learn is characterized not only by the complexity and difficulty of what can be learned but also by the speed of learning. Humans are lightening fast in learning simple tasks by imitation when compared with other primates.
 For examples: it took eight years for the potato-washing and wheat-throwing behavior to spread among a small troop of macaques confined to Kojima island in Japan (Visalberghi & Fragaszy 1990). Boesch (1993) reports that no chimpanzee less than eight years of age in the Tai forest can master the nut-cracking behavior of adults.  In contrast, a human infant is capable of imitating shortly after birth (Meltzoff and Moore, 1977) and a child is usually fluent in his/her native language by 3 years of age.
  The speed of learning with which humans are uniquely endowed most likely derive from all aspects of the evolutionary improvement of the brain ranging from its size, its physiology to its circuitry. One particular aspect of the human brain that plays an important role in speeding up learning could be the number of mirror neurons. Mirror neurons are discovered in the pre-motor cortex, namely, area F5, by Gallese et al (1996) and Rizzolatti et al (1996). In the words of Rizzolatti et al (2000):


“When a specific population of these neurons becomes active, an internal copy of 

a specific action is generated. This copy may be used for two purposes: (1) planning and executing goal-directed actions or (2) recognizing actions made by another individual. The action recognition is based on a match between an observed action and its internal motor copy.” (p.539)

Even though mirror neurons were discovered in F5, transcranial magnetic stimulation and positron emission tomography experiments suggest that a mirror system may also exist in the Broca area (Rizzolatti and Arbib, 1998).  If mirror neurons are not confined to F5, the quantity of mirror neurons will constitute a critical component for the speed of learning. 

The discovery of mirror neurons is recent. To date, there is no cross-species comparative study on the relative quantity of mirror neurons. However, it seems reasonable to assume that with the increase in encephalization in hominid evolution, the quantity of mirror neurons have increased proportionally in hominid brain. As quantity increases to certain threshold, the total capacity for learning engendered by the mirror neurons may take a quantum leap. This quantum leap is merely another example predicted by catastrophe theory originally proposed by the mathematician R. Thom. Of course, without experimental and comparative evidence, I am formulating a conjecture that the prodigious human ability to learn is partially induced by the presence of a large quantity of mirror neurons in our neocortex. There is no doubt that in order to acquire a language, a human baby must possess a uniquely human ability in terms of speed and complexity to learn from the speech of the adults constituting his/her human environment.  Hence, a significant quantity of mirror neurons may serve as the third prerequisite for the origin of language in hominid evolution.

VI.4. The migration of neurons and higher-level cognition    


The fourth prerequisite for the emergence of language involves a newly discovered mechanism in the ontological development of the human brain. Letinic and Rakic (2001) report that unique to the development of the human brain, neuronal precursor cells from the ganglionic eminence of the telencephalon migrate to the thalamus in the diencephalon. This migration occurs during the eighteenth to the thirty-fourth week of gestation during which the specific thalamic region targeted for study in the experiment (the pulvinar nucleus) grows significantly. Yet during the same gestation period there is no cell proliferation within the diencephalon. Hence, the growth of the thalamus is primarily due to the migration of precursor cells from the telencephalon. Letinic and Rakic (2001) provides direct evidence demonstrating this migration.

The thalamic nuclei transmit all somatosensory (except olfactory) information and internally generated information such as emotions to the neocortex of the telencephalon. Bundles of axons project from the thalamus to the neocortex and bundles of axons project from the neocortex back to the thalamus. The pulvinar nucleus of the thalamus has several subdivisions connected with the neocortex as well as some subcortical areas. It plays a central role in attentional processing because of its heavy interconnectivity with the posterior parietal lobe and the ventral projection pathway of the visual cortex. Its neurons are visually responsive and one of its functions is to filter distracting information. In short, the migration of telencephalon cells to the thalamus probably enhances the interconnectivity between the thalamus and the neocortex. The interconnectivity, in turn, facilitates the activity of the neocortex responsible for higher level cognitive activity. The details of the relevance of this new neurological discovery remain to be elucidated. Since linguistic behavior is not only a high level cognitive activity but also involves the integration of numerous neurological functions and neuronal circuitries, its evolutionary origin may depend partially on this unique migration of neuronal precursors from the telencephalon to the thalamus. This hypothesis is supported in part by the fact that          both the human thalamus and the neocortex are disproportionally larger than those in other primates. In other words, the expansion of neocortex probably co-evolved with the expansion of the thalamus. The newly discovered neuronal migration in human ontological development suggests this co-evolution.


It is well known that chimps and humans share 99% percent of their DNA. It is also well known that the significant phenotypic differences between chimps and humans trace their origin to the different regulatory genes and the cascades of interactions among regulatory genes, structural genes as well as between regulatory genes and structural genes. One third of all of the human genes, according to most estimates, play a role in the expression of the human brain. Thus, in spite of the 99% overlap between chimp and human genomes, the enormous difference between the human brain and the chimp brain is not surprising. However, the precise nature of this cerebral difference in relation to the fundamentally different communicative behavior of the two species remains largely a mystery. For example, what is the neurological basis for the ability to understand a con-specific’s mental state and intention? What is the neurological basis for the emergence of symbolic communicative signals? Questions of this type bring to mind the missing links in human fossil records. In this regard, Letinic and Rakic’s discovery is trail-blazing and enlightening. The same may be said of Gallese and Rizzolatti’s discovery of mirror neurons.      

VII.  Conclusion          


  I have discussed the various missing links relevant to a probe into the evolutionary origin of language. These missing links are found in hominid fossil records, in comparative study of animal and human cognition/communication, and finally in neuroscience. We have a reasonably clear picture depicting the evolutionary origin of language if one agrees that language began phylogenetically as a tool of communication. But we are far from clarity in our understanding of  the cognitive and neurological prerequisites for the evolutionary emergence of language. Based on current discoveries in various disciplines, I have offered some hypotheses and speculations in the hope that they will stimulate further inquiries into the issues concerning the cognitive and neurological prerequisites for the evolutionary emergence of language.
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� I am grateful to Wallace Chafe, Frits Newmeyer, Paul Schachter and Sandra Thompson for their invaluable comments on earlier versions of this paper. The mistakes and deficiencies are all mine. 


� I agree with Wood & Collard (1999) that Homo habilis should be classified in the genus Australopithecus rather than Homo. Habilis did have a larger brain than other Australopithecenes. But it retained most of the features of Australopithecenes. These features include a significant sexual dimorphism, large teeth, facileness at tree-climbing, and most important of all, an ape-like ontological developmental clock which implies that habilis was not bound by the “terrestrial imperative”. Furthermore, Louis Leakey’s original motivation for designating habilis a species of Homo is no longer valid, i.e. at the time of the discovery of habilis, it was the oldest hominid associated with stone tools. Australopithecus ghari has displaced habilis for that honor. The first species of Homo, therefore, should be ergaster.    


� I use the term ‘anatomically modern humans’ to circumvent the confusion caused by a proliferation of taxonomic terms such as Early Homo sapiens, Archaic Homo sapiens, Homo sapien sapiens, etc. Compared to the hominids of the past 250,000 years, anatomically modern humans have a gracile skeleton characterized by long bone shape, a specific depth and extent of muscle insertion, a thin cranial wall and mandibular body, a high, domed cranium, a reduced jaw, and the absence of a prominent browbridge over the eyebrow, i.e. no supraorbital torus. 


 


� The increase in encephalization was in part made possible by the decrease of the gastrointestinal tract in hominid evolution. However, the decrease of the hominid gastrointestinal tract is not directly linked to the evolution of hominid communicative behavior. 


� A system of communicative behavior in animal kingdom never emerges suddenly, although anatomical and physiological features may have a sudden origin due to the mutation of regulatory genes such as the Homeobox genes (Schwartz 1999). A system of communicative behavior evolves through behavioral and anatomical changes, interactions among conspecifics, genetic mutations and natural selection according to geological time.     


� Certain animal communicative signals changes rapidly. For example, the humpback whale song sung by males during mating season for courtship function changes almost daily. At the end of the mating season, the males stop singing until it returns to the breeding ground the following year to start another mating season. Then, it will pick up the exact song it sang at the end of the last season and the song changes from there on. But the rest of the communicative repertoire of the humpback whale does not change this way. It observes the constraints of Darwinian evolution and if it changes at all, it changes in evolutionary time. One may argue that while human language may change rapidly without any relevance to life expectancy and reproductive success, it constitutes only a sector of the entire human communicative repertoire. However, language is the main vehicle of human communicative behavior that serves all communicative functions and purposes even without the aid of visual and tactile communication. The song of the male humpback whale constitutes only one signal among the humpback whale’s repertoire of communicative signals and serves primarily the communicative function of courtship. Another point worth noting is that the vast majority of animal communicative signals are not known to change rapidly like the humpback whale song and some bird songs. Most animal communicative signals change at an evolutionary pace.    


� The bottle-nose dolphin whistles in order to maintain contact with members of a social group. Hence, contact is the primary function of their whistle. The identification of an individual dolphin on the basis of its whistle by another dolphin is a by-product of social relationships, much the same as the human ability to identify the voice of a family member or a close friend. 





� In most spoken languages of the world, actors or agents are rarely explicitly expressed. The reason is that in most conversations, when a speaker wishes to describe a particular activity or action, the actor or agent has already been established in the working memory of both the speaker and the hearer as a known entity. There is no need in such a discourse context to mention it again, even in a pronominal form. English is rather exceptional in that the mention of an actor or agent either in nominal or pronominal form is required in most grammatical contexts. This unusual grammatical feature of English cannot be attributed to the fact that English verbs are no longer inflectional. Many languages of the world that are not inflectional are zero-anaphora languages, i.e. languages in which the default grammatical principle is not to mention an actor or agent which is already an established entity in the working memory of the conversationalists. Chinese, Tai, Hmong, Vietnamese are examples of zero-anaphora languages (Li 1997).      


� M. Swadesh (1971) considers 1,000 morphemes an adequate number for natural languages. Here I am using pidgin as a guide to see what is the bare minimum lexicon and structure a language must have in order for it to function as an adequate tool of task-oriented communication.


� Written language is a very recent cultural invention. The oldest written records are no more than six or seven thousand years old. Present day spoken languages have many registers or genres. The formal register such as an academic lecture resembles the written from in structure and grammar. At the origin of language, language should be seen as a tool for task-oriented communication.    


� The Chinese language family contains hundreds of languages many of which are not mutually intelligible. For a comprehensive survey of Chinese languages, see Ramsey (1987).  


� If language crystallized several tens of thousands of years after the emergence of anatomically modern humans, the polygenesis of language would be possible. The issue of monogenesis vs. polygenesis of language is briefly discussed in Li (2002).  


� The m-DNA contains only 37 genes and 16569 base pairs. The small number of genes and base pairs make it easy to examine the variability of m-DNA in different individuals. Most important of all, mitochondrial genes are maternally transmitted, although recent investigations show that rare leakage of paternal m-DNA into a fertilized ovum is possible. If the source of m-DNA is exclusively maternal, then variation of the m-DNA can only be caused by mutation. Thus a molecular clock based on an average mutation rate in the m-DNA tends to be reliable. For an informative discussion of the mitochondrial DNA and its relevance to human evolution, see Cann (1995). 








� The Oldowan tools date from 2.5 to 1.7 million years ago, and they are associated with the emergence of the genus Homo. However, Austrolopithecus ghari, which is dated 2.5 million years ago, used stone tools which were carried from a site more than 50 miles away from the location of the Ghari fossils. This discovery nullified the long-standing belief that stone tools were a Homo invention. The Acheulian technology emerged with the Homo erectus. The major difference between the Oldowan and the Acheulian is the addition of  the hand ax, the cleaver and the pick in the Acheulian technology. The Mousterian technology contained a larger range of tool types than the Acheulian. However, the Mousterian technology, associated with the Neanderthals, did not exhibit much technological improvement over the Acheulian.   


� Some species of bowerbirds, which build elaborate bowers as courtship signals, are known to hold colorful objects in their beak in order to show them to a potential mate. This breach of Tomasello’s observation about the 5 behaviors that are unique to humans brings to mind the waggle dance of honey bees as the only exception to the observation that humans are unique in being able to communicate about things that are remote in time and space from where the communication occurs. These exceptions are not meaningful from a comparative perspective because birds and bees are too distant from humans in terms of brain structure and function. As we probe the origin of language, it may be more sensible to confine a comparative study of the communicative behavior and the cognitive capacity to primates.   


� I have refrained from bringing up the enormous effort and literature to explore the limit of the cognitive capacity of great apes by training them to manipulate symbolic communicative signals. As Li and Hombert (2002) points out, all higher animals have a cognitive reserve, implying that an animal’s cognitive capacity is not fully manifested in its entire behavioral repertoire. While training great apes to manipulate symbolic signals has its own scientific merit, it does not shed light on the evolutionary development of the hominid brain and hominid communicative behavior. Humans can train various animals to perform astonishing feat of activities. The best illustration is Irene Pepperberg’s success in training Alex, an African grey parrot, to manipulate symbolic signals (Pepperberg 1991).      


� Some scholars question non-human primates’ ability to learn by imitation, e.g. Tomasello et al (1993) and Galef (1998). Much of the controversy, however, depends on the definition of imitation. 


� While a 3 year old might be fluent, the learning of vocabulary, grammar and ways of saying things continues into the teens even in societies without a written tradition.





