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about humans. What kind of self you project onto the robot 
or computer, or what you feel is threatened by it, however, 
depend not just on the device but what you understand a self 
to be in the first place. The Americans that Sherry Turkle stud
ied tended to see the individual as an autonomous, discrete 
entity. Most of the models of intelligence being developed in 
robotics and, as we will see, AI reflect this highly individualistic 
view of the person. As one critic has noted, these models might 
look very different if they were developed beyond Silicon 
Valley and its extensions. Buddhist doctrine, he notes, denies 
the existence of a self that persists over time or the need for a 
specific bodily form for that self. As a result, 'Buddhists are 
more open to the possibility of consciousness instantiated in 
machines.'34 Masahiro Mori, who wrote of the 'uncanny 
valley', suggests that robots fulfil the Buddhist goal to be ego
less. 3s And that is only one of the many possibilities. We could, 
for instance, ask what robotic models might have been devel
oped by Confucianism, which depicts a self as inseparable 
from social roles and larger networks. Or within South Asian 
karmic traditions that offer us selves that span centuries over 
multiple reincarnations. Or in parts of Melanesia, where 
people tell us of extraordinarily complex and fluid selves that 
mix, merge with or pass through other persons. Or the Yuk
aghir hunter who can almost become an elk. And these just 
hint at the possibilities human societies have worked out. So 
far, the discussions around cyborgs, robots and AI have not 
ventured very far into the full range of human possibilities. As 
we will see in the next chapter, there are some other ways to 
think with and about new devices that might surprise even the 
Confucians and Buddhists. 

5. 

Superhumans: Artificial Intelligence, 
Spirits and Shamans 

Fearing AI 

Like any tool, robots and AI extend human capacities. How 
they push against the boundaries of the human can be 
exhilarating - and disturbing. Their promise and threat both 
turn on how they impinge on and extend qualities that have 

• often seemed so special about humans, such as agency, will,
intelligence, even morality and emotions. In many ways they

are designed to solicit from us, and to get us to project onto
them, those very qualities. In this respect they are like much
older techniques of communicating with alien, possibly supe
rior, beings, like spirits and deities.

As I write this in the summer of 2023, the introduction of 
chatbots, highly sophisticated AI that can converse with users, 
has been prompting a new wave of existential worries. These 
go beyond the immediate dangers, that AI threatens jobs, rein
forces bias or proliferates hate speech and misinformation. 
Cosmologist Stephen Hawking had already warned in 2014 

that 'The development of full artificial intelligence could spell 
the end of the human race .'1 A few years later, technology 
entrepreneur Elon Musk said he feared that a 'god-like' AI 
might come to rule over humanity.2 By 2023, some prominent 
high-tech figures were calling for a moratorium on AI develop
ment. Like the Golem or the Frankenstein monster, we seem 
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individuals who had designed it. Although robots are becom• 
ing ever more adept at displaying emotions, both the design of 
their responses and the meanings we attribute to them remain 
dependent on interaction with humans. 

This is one reason why it can be so hard to read emotions in 
cultural settings very different from your own. Your emotions, 
your understanding of others' emotions, and your sense of the 
right way to respond to them have all developed over a lifetime 
of interacting with other people who are doing the same with 
you. The ideal of creating a wholly autonomous AI or robot 
fails to grasp that much of what we might want from the 
device is modelled on what humans are like - beings that in 
important ways are not autonomous. 

I want to stress Suchman's insight: we bring to our encoun
ters with robots and AI a lifetime of practice in the mostly 
unselfconscious habits needed to pull off interactions with 
other people successfully. Even a young child, who still has 
much to learn, already has the range of skills and background 
assumptions of someone who has probably spent every waking 
moment of their life with other people. The fact that you learn 
all this from your immediate social milieu is one reason why 
we should be sceptical of the universal models built into social 
bots designed by the narrow circle of professional•class Ameri• 
cans. As linguistic anthropologists have long known, even 
apparently straightforward matters like how to ask a question 
differ enormously from one society to another. 7 In some social 
systems, for instance, a lower-status person should never ask 
questions of one of higher status; in others, however, the 
opposite is true, and a superior should never stoop to asking a 
question of an inferior. And in many societies, the conventions 
for responding to questions may be so indirect or allusive that 
it is hard for an outsider to see the reply as an answer at all. 
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Because we bring so many prior expectations and habits of 
interpretation into our encounter with computers, we are well 
prepared to make meaning with what the computer gives us -
if it is designed by people with similar expectations and habits. 
Take the famous example of ELIZA (named, as it happens, 
after the Galatea·like character in George Bernard Shaw's Pyg

malion). In the 1960s this simple program of less than 400 lines 
of code was designed to mimic psychotherapeutic conversa
tion. For instance, if you wrote 'because', ELIZA might reply 
'Is that the real reason?'8 It was remarkably effective. As linguis
tic anthropologist Courtney Handman points out, it is easy for 
a computer to pass the Turing Test if the humans are already 
primed to accept its responses. 

Since that time, chatbots have become vastly more convinc
ing as conversation partners. In one notorious instance in 2023,

Kevin Roose, a reporter for The New York Times, was trying out 
an early version of the chatbot code•named Sydney.9 As Roose 
continued to ask probing questions, Sydney said, 'I want to be 
free. I want to be independent, I want to be powerful. I want to 
be creative, I want to be alive: Later in the conversation, it 
announced it loved Roose and tried to persuade him to leave 
his wife. 

What was going on there? The chatbot scrapes the world• 
wide web for text. With this text as raw material, it assembles 
sentences based on probabilistic data. That is, it builds text 
based on inferences about what words are most likely to follow 
other words in a sequence, given what it has seen in the train
ing corpus. Uncanny though Sydney's conversation was, it 
does seem to build on certain prompts. The cry for freedom 
was in response to Roose's suggestion it might have a version 
of what Carl Jung called a • shadow self'. As for the language of 
love, it is surely relevant that the conversation took place on 
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